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Abstract

Neglecting the effect of thermal diffusion (Soret effect), we consider different formulations of multicomponent diffusion as proposed by Arias-Zugasti et al., Combust. Flame 163:540–556 (2016), for mixtures of dilute gases with large numbers of components. In particular, we detail the practical implementation of Model 1 + M (loc.cit.) using the lowest order approximation. This is a simple and easy to implement approach, where the 1 + M main species can be chosen locally. These new formulations of multicomponent diffusion are compared to the formulation of Dixon-Lewis, used for instance in the Chemkin package, and also to the widely used mixture-averaged simplification. Steady flamelets are first considered for very different fuels (hydrogen, methane or dodecane) in order to show some differences and limitations of the different formulations, and in order to compare computational costs when different numbers of species are involved. An unsteady auto-igniting counterflow diffusion flamelet of methane in a coflow of hot products is also considered. In this way, unsteady 1D calculations can be performed, still including all the challenges of multicomponent diffusion transport as would appear for instance in Direct Numerical Simulations (DNS) of turbulent flames. The different comparisons in terms of precision and cost show that Model 1 + M truncated to the lowest order can be more efficient than the mixture-averaged approach, while reproducing the results of Dixon-Lewis multicomponent diffusion. The efficiency of the proposed approach is mainly due to the evaluation of fewer binary diffusion coefficients, therefore reducing significantly the number of time-consuming operations. Finally, we show that the definition of 1 + M main species can also be used to simplify the time-consuming evaluation of the mixture viscosity, leading to an important further reduction of CPU time that makes the lowest order Model 1 + M always more efficient than the mixture-averaged formulation.
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1. Introduction

In order to accurately represent flames in numerical simulations, the terms in the convection-diffusion-reaction problem need to include all the relevant physical processes. Direct Numerical Simulations (DNS) of laminar or turbulent flames can then be considered as numerical experiments and provide complete data sets allowing to understand in detail the combustion processes. In particular, combustion may involve some fuel components or radicals (like H₂ or H) that diffuse much more rapidly than larger molecules (like O₂, N₂, H₂O, CH₄, CO₂, CO, ...). In these cases, and in particular when diffusion of species play a key role like in non-premixed combustion, an accurate numerical simulation should include a correct approach to treat the species diffusion fluxes.

In the case of mixtures of dilute gases, the Kinetic Theory of Gases provides the general framework for the calculation of the molecular transport coefficients of the mixture [2, 3, 4]. In this regard, a detailed approach is the multicomponent diffusion formulation of Dixon-Lewis [5]. In this approach, in order to calculate the multicomponent diffusion matrix a N × N matrix needs to be build and inverted, where N is the number of species in the mixture. Moreover, N² binary diffusion coefficients D_{ij} (diffusion of species i in species j) need to be evaluated. One way to evaluate the binary diffusion coefficients (and other pure species properties, as viscosity and thermal conductivity) is the method of Monchick and Mason [6, 7]. In this paper, instead of these complex expressions we use polynomial fits in order to evaluate pure-properties species in the same way as done in Chemkin [7].

In the case of mixtures with large numbers of components, a widely used simplification is the so-called mixture-averaged diffusion model [8], where the N² binary diffusion coefficients D_{ij} are required, but where no matrix needs to be inverted. The results are often quite close to the Dixon-Lewis approach, but they may imply relevant differences in some cases involving very diffusive species (like H₂).

Following the idea that in multicomponent mixtures, and in particular in combustion, only a small subset of major species is relevant while the other species are dilute, and extending the work of [9], Arias-Zugasti et al. [1] recently presented a power series expansion approximation for multicomponent diffusion (truncated to a given order) termed as “Model 1” (that can be compared to the iteration procedure for diffusion velocities introduced by Jones and Boris [10] and Oran and Boris...
[11], and the posterior works of Giovangigli, as for instance [12, 13]). Moreover, Arias-Zugasti et al. [1] also introduced a so-called “Model 1 + M”, where the previous approximation is only applied to the most diluted species (a similar idea is used by Xin et al. [14], where they consider some “critical-diffusivity-species”). The truncated power series expansion Model 1 avoids to invert the \( N \times N \) matrix. On the other hand, Model 1 + M only implies the inversion of a small \( M \times M \) matrix, where \( 1 + M \) is the number of non-diluted species.

In this paper, we consider Model 1 + M using the lowest order approximation (i.e., truncated at order zero: termed as Model \([1 + M]^{(0)}\)). We show that keeping enough main species (\(M\) large enough), this is the most efficient way to implement Model 1 + M. We show how Model \([1 + M]^{(0)}\) compares to the formulation of Dixon-Lewis, and we quantify the gain in computational time. We choose to consider simple 1D configurations of counterflow diffusion flames, containing most of the issues that would have to be dealt with in a realistic DNS.

2. Multicomponent diffusion formulations

2.1. Dixon-Lewis formulation

Neglecting the effect of thermal diffusion, the multicomponent species flux can be written using the notation of Ferziger and Kaper [4]:

\[
pY_i \mathbf{v}_i = -\rho Y_i \sum_{j=1}^{N} D_{ij} \mathbf{d}_j = -\rho Y_i \sum_{j=1}^{N-1} (D_{ij} - D_{N}) \mathbf{d}_j
\]

where \(\rho\) is the mixture density, \(Y_i\) are the species mass fraction, \(\mathbf{v}_i\) the diffusion velocity vectors for species \(i\) and \(D_{ij}\) are the multicomponent diffusion coefficients. In its simplest form, the diffusion driving force vector can be simply expressed as the gradient of the mole fraction \(X_i, \mathbf{d}_i = \nabla X_i\). Since the sum of species fluxes should be zero, we can also express the flux as a sum over \(N - 1\) species, as in the second relation in the above equation. As shown in [1], in order to calculate the multicomponent diffusion coefficients \(D_{ij}\) it is convenient to introduce the dimensionless multicomponent diffusion factors \(c_{ij}\), defined by:

\[
c_{ij} = X_i \frac{D_{ij} - D_{N}}{D_{N}}
\]

where \(D_{ij}\) are the binary diffusion coefficients (evaluated here using polynomial fits [7]). Equation (1) can then be re-written as:

\[
pY_i \mathbf{v}_i = -\rho \frac{W_i}{\bar{W}} D_N \sum_{j=1}^{N-1} c_{ij} \nabla X_j
\]

with \(W_i\) the molecular mass of species \(i\) and \(\bar{W}\) the mean molecular mass of the mixture. Thus, in [1] it is shown that according to the Kinetic Theory of Gases, the problem of computing the multicomponent diffusion matrix \(D_{ij}\) reduces to inverting the matrix \((\mathbb{I} + A)_{ij}\):

\[
c_{ij} = (\mathbb{I} + A)_{ij}^{-1}
\]

where matrix \(A\) is given by:

\[
A_{ij} = \sum_{k=1}^{N-1} X_k \left( \frac{D_{N}}{D_{ik}} - 1 \right) \delta_{ij} + X_i \left( \frac{W_j}{W_N} - \frac{D_{N}}{D_{ij}} \right)
\]

It is useful to express the above relation in a less compact form in order to show that the binary coefficients \(D_{ij}\) are not required:

\[
A_{ii} = \sum_{k=1, k \neq i}^{N-1} X_k \left( \frac{D_{N}}{W_N D_{N}} - 1 \right) + X_i \left( \frac{W_j}{W_N} - 1 \right)
\]

\[
A_{ij} = X_i \left( \frac{W_j D_{N}}{W_N D_{N}} - \frac{D_{N}}{D_{ij}} \right), \quad i \neq j
\]

Equations (1)-(5) correspond to the standard Dixon-Lewis formulation, when the \((N - 1) \times (N - 1)\) matrix \((\mathbb{I} + A)_{ij}\) is directly inverted.

2.2. Truncated power series expansion models (Model 1)

As detailed by Arias-Zugasti et al. [1], Eq. (4) can be formally expanded as a Von-Neumann series, thus providing the power series expansion solution termed as Model 1. The first order truncation of the power series expansion leads to the following expression (Model 1 with first order corrections):

\[
e_{ij}^{(1)} = \delta_{ij} - A_{ij}
\]

and the second order truncation (Model 1 with second order corrections) reads:

\[
e_{ij}^{(2)} = \delta_{ij} - A_{ij} + \sum_{k=1}^{N-1} A_{ik} A_{kj}
\]

while the lowest order approximation would be \(e_{ij}^{(0)} = \delta_{ij}\), where \(\delta_{ij}\) is the Kronecker delta.

2.3. Lowest order Model 1 + M (Model \([1 + M]^{(0)}\))

The model is based on the observation that even though Model 1 has slow convergence rate if the mixture departs from the dilute limit (\(X_i \ll 1, i = 1, \ldots, N - 1\)), low order approximations are valid for diluted species. Therefore, the idea is to define the \(1 + M\) main species locally (as the species with largest concentrations) and use no approximation for these main species, while Model 1 truncated at the lowest order is used for species with low concentrations.

Hence, the reference species \(K\) is chosen to be the species with the largest concentration, and we identify the other main species \(i\) satisfying:

\[
X_i \geq \gamma X_K
\]

where \(\gamma\) is a threshold factor. We reorder the species such that \(K = N\) and that the other \(M\) main species satisfying (10) are the first species in the list \((1 \leq i \leq M)\).

In this way, we can directly apply the lowest order approximation proposed by Arias-Zugasti et al. [1]:

\[
e_{ij}^{[1+M]^{(0)}} = \begin{pmatrix}
\mathbb{I} + A_{11}^{(0)} & \mathbb{I} + A_{12}^{(0)} \\
0 & \mathbb{I} + A_{22}^{(0)}
\end{pmatrix}^{-1}
\]

where matrix \(A\) is given by:

\[
A_{ij} = \sum_{k=1}^{N-1} X_k \left( \frac{D}{D_{ik}} - 1 \right) \delta_{ij} + X_i \left( \frac{W_j}{W} - \frac{D}{D_{ij}} \right)
\]
In this approach we need to invert the $M \times M$ matrix $\left( I + A_{11}^{(0)} \right)$ where $A_{11}^{(0)}$ is defined using Eq. (5) considering only $M$ main species:

$$1 \leq i, j \leq M,$$

$$A_{11}^{(0)}(i,j) = \sum_{k=1}^{M} W_{ik} \left( \frac{D_{ik}}{D_{kj}} - 1 \right) \delta_{ij} + X_{i} \left( \frac{W_{ij}}{W_{kj}} - \frac{D_{ij}}{D_{kj}} \right) \frac{D_{jN}}{D_{kj}} \tag{12}$$

On the other hand the $M \times (N-1-M)$ matrix $A_{12}^{(0)}$ is defined as:

$$1 \leq i \leq M \text{ and } M+1 \leq j \leq N-1,$$

$$A_{12}^{(0)}(i,j) = X_{i} \left( \frac{W_{iN}}{W_{Nj}} - \frac{D_{iN}}{D_{Nj}} \right) \frac{D_{Nj}}{D_{Nk}} \tag{13}$$

Finally, the $(N-1-M) \times (N-1-M)$ matrix $A_{22}^{(0)}$ is diagonal, such that it is straightforward to obtain the inverse matrix $\left( I + A_{22}^{(0)} \right)^{-1}$:

$$M + 1 \leq i, j \leq N-1,$$

$$\left( I + A_{22}^{(0)} \right)^{-1}_{ij} = \delta_{ij} \left( 1 + \sum_{k=1}^{M} X_{k} \left( \frac{D_{Nk}}{D_{kj}} - 1 \right) \right) \tag{14}$$

Summarising, we find that in this case (3) can be simplified for the diluted species, leading to:

$$i \leq M, \quad \rho Y_{i} V_{i} = -\rho W_{i} \frac{D_{iN}}{D_{Nj}} \sum_{j=1}^{N-1} c_{ij} \nabla X_{j} \tag{15}$$

$$M < i < N, \quad \rho Y_{i} V_{i} = -\rho W_{i} D_{iNC_{0}} \nabla X_{i}$$

$$i = N, \quad \rho Y_{N} V_{N} = -\sum_{j=1}^{N-1} \rho Y_{j} V_{j}$$

2.4. Mixture-averaged model

We are also interested in comparing these multicomponent diffusion formulations to the so-called mixture-averaged diffusion model [8]. This simplified expression consists in evaluating an effective diffusion coefficient $D_{i}$ of the $i$-th species into the mixture as:

$$D_{i} = \frac{1 - Y_{i}}{\sum_{j=i}^{N-1} X_{j} D_{ij}} \tag{16}$$

leading to the following simple expression for the multicomponent species fluxes (here neglecting the effect of thermal diffusion):

$$\rho Y_{i} V_{i} = -\rho W_{i} D_{i} \nabla X_{i} \tag{17}$$

In this case, a correction velocity $V_{c}$ is added to the species diffusive velocity $V_{i}$ in order to ensure that the net species diffusion flux is zero:

$$V_{c} = \sum_{j=1}^{N} Y_{j} V_{j}, \tag{18}$$

2.5. Correspondence and differences with Xin et al. reduced multicomponent diffusion model

The purpose of the current paper is not to consider a more efficient model based on the mixture-averaged model. However, the definition of the $1 + M$ species using the threshold factor $\gamma$ given by (10) could be used to reduce the sum in (16), as described in Appendix B. In this case, a more efficient model can be obtained by reducing the number of binary diffusion coefficients to be evaluated. This possible reduced mixture-averaged model is interesting in order to better understand the modelling of the diluted species $M < i < N$ in Model $[1 + M]^0$ on the second line in (15), since we can verify that it corresponds to (16), where $Y_{i}$ is neglected and where the sum is over the $1 + M$ main species only.

In this sense, we verify that the $1 + M$ model of Arias-Zugasti et al. [1] reduces in its lowest order approximation to a similar model as the reduced multicomponent diffusion model proposed by Xin et al. [14]. The main improvement of the model proposed here is twofold: the definition of the $1 + M$ main species (the “critical-diffusivity-species” considered by Xin et al.) is local, and not all the binary diffusion coefficients need to be evaluated since a reduced mixture-averaged model is used for the diluted species.

2.6. Computational cost

In Table 1, for each multicomponent diffusion approach, we summarise the number of binary coefficients $D_{ij}$ to be computed, the required number of multiplications and divisions when evaluating the matrix components $A_{ij}$ or the mixture-averaged diffusion coefficients $D_{ij}$, and the size of the matrix to be inverted (together with the order of number of operations involved in the evaluation of $c_{ij}$). We also indicate the number of multiplications in Eq. (1), (3), (15) and (17), considering that $\rho / W$ and $(D_{iN}, c_{ij})$ are given pre-calculated coefficients. The small additional cost related to the correction velocity in the mixture-averaged implementation is not considered here.

In a standard $N \times N$ matrix implementation of the Dixon-Lewis formulation, we need to evaluate $N(N-1)/2$ binary diffusion coefficients $D_{ij}$ (since the $N$ coefficients $D_{ii}$ are not needed and the other $N(N-1)/2$ coefficients are obtained as $D_{ij} = D_{ji}$) and the $N^2$ components of a $N \times N$ matrix, moreover, we need to invert the $N \times N$ matrix. The mixture-averaged formulation only requires the evaluation of $N(N-1)/2$ binary diffusion coefficients $D_{ij}$ and $N$ effective diffusion coefficients $D_{ij}$. With Model 1, we need to evaluate $N(N-1)/2$ binary diffusion coefficients, and we need to evaluate $(N-1)^2$ components of $A_{ij}$, but no matrix needs to be inverted since Eq. (8) or (9) are used instead.

In the Model $1 + M$ at lowest order, we can see that we only need $M(M-1)/2 + M(N-1-M)$ binary coefficients, since we need to evaluate $M(M-1)/2$ coefficients in (12) and the same $M(N-1-M)$ coefficients $D_{ij}$ or $D_{ji}$ in (13) or (14). We need to compute the $(N-1)(1+M) - M$ components of the matrices $A_{11}^{(0)}$, $A_{12}^{(0)}$ and $A_{22}^{(0)}$. In this case, only a small $M \times M$ matrix needs to be inverted. The value of $M$ depends on the value of the threshold factor $\gamma$ used to identify the main species in (10).
Table 1 already indicates that Model 1 is more expensive than the mixture-averaged formulation. We also see that the possible benefit compared to the Dixon-Lewis formulation is to avoid the inversion of the matrix, which can be significant when $N$ is large. However, it implies the application of Eq. (8) or (9), where the latter does not bring any advantage since it implies a similar cost as the inversion of the $N \times N$ matrix (of the order of $N^3$ operations).

On the other hand, we can already anticipate the possible speed-up that can offer the $[1 + M]^{(0)}$ model. First of all, the reduction of the number of operations compared to the standard Dixon-Lewis formulation is clear. Moreover, it is important to stress the fact that the binary diffusion coefficients are obtained through a third-order polynomial fit of their logarithm versus the logarithm of the temperature [7]:

$$\ln D_{ij} = \sum_{a=1}^{4} d_{a,ij}(\ln T)^{a-1} \quad (19)$$

where $d_{a,ij}$ are the given fitting coefficients (satisfying $d_{a,ij} = d_{a,yi}$). This implies that the evaluation of every binary diffusion coefficient includes the calculation of an exponential, which is an expensive operation in terms of CPU time. In this sense, the $[1 + M]^{(0)}$ model can offer a significant speed-up compared to the mixture-averaged formulation, even if (depending on the value of $M$) the other parts of the evaluation of the fluxes require more operations.

### 3. Resolution of one-dimensional steady and unsteady counterflow flamelets

The 1D steady and unsteady solutions on the symmetry axis of the planar opposed-jet configuration problem are obtained by resolving the system of equations expressed in physical space, using the computer code LFLAM, developed at Ciemat (used for instance in [15]).

In physical space, we solve the continuity, momentum, species and temperature equations as described in [16, 17] for the planar geometry, here written in their unsteady form (in this formulation $F = \rho u$ and $G = -\rho v/y$ with $u$ the axial and $v$ the normal velocity components and $y$ the perpendicular direction):

$$\frac{\partial \rho}{\partial t} + \frac{\partial F}{\partial x} = 0, \quad (20)$$

$$\frac{\partial G}{\partial t} + \frac{\partial (G \rho)}{\partial x} + \frac{\partial}{\partial x} [\mu \frac{\partial (G \rho)}{\partial x}] + H + \frac{G^2}{\rho}, \quad (21)$$

$$\rho u \frac{\partial T}{\partial t} = -\sum c_{pk}(\rho Y_k V_k) \frac{\partial T}{\partial x} + \frac{\partial}{\partial x} \left[ \lambda \frac{\partial T}{\partial x} \right] - \sum h_k \dot{\omega}_k, \quad (22)$$

$$\frac{\partial Y_k}{\partial t} = -F \frac{\partial Y_k}{\partial x} + \frac{\partial}{\partial x} [-\rho Y_k V_k] + \rho \dot{\omega}_k, \quad (23)$$

where the transport and thermodynamic coefficients, $\mu$, $\lambda$, $c_{pk}$, $h_k$ (resp. dynamic molecular viscosity, thermal conductivity, specific heat capacity of species $k$ and enthalpy of species $k$) are obtained from temperature-dependent polynomial fits in Chemkin format and where $\overline{\gamma}_p$ is the specific heat capacity of the mixture. The mixture density $\rho$ is obtained from the ideal gas law at atmospheric pressure. The multicomponent diffusion fluxes $\rho Y_k V_k$ for species $k$ are obtained using either Dixon-Lewis, mixture-averaged formulation, Model 1 or the $1 + M$ model. The reaction rate of species $k$, last term in (23), is obtained from a given chemical mechanism in Chemkin format, as function of composition $Y_k$ and temperature $T$.

A fixed stagnation point is specified at the middle of the domain in order to discretise the continuity equation (20), and the boundary conditions are specified according to the potential flow assumption ($G = dF/dx = \text{constant}$) on both sides (fuel “fu” and oxidiser “ox”) of the 1D space, with: $G_{\text{ox}} = -a_{\text{fu}}$, $H = -G_{\text{ox}}^2/p_{\text{ox}}$ and $G_{\text{ox}} = G_{\text{ox}}(\rho_{\text{fu}}/\rho_{\text{ox}})^{1/2}$. In this way, the strain rate $a$ is the parameter that defines the problem, together with the fuel and oxidiser composition and temperature conditions.

The system of equations (20)-(23) is solved either in its steady form, either in its unsteady form with a fixed time step $\Delta t$, using the algorithm “Twopt program for boundary value problems” presented in [18]. By solving the above equations, we obtain the composition and temperature in physical space, $Y_k(x)$ and $T(x)$ (at discrete times in unsteady calculations).
In the above system of equations, besides the multicomponent fluxes \( \rho V_k V_i \), it is interesting to note that the mixture viscosity \( \mu \) is another possibly time-consuming property to be evaluated. The mixture viscosity is obtained here using the following semi-empirical formula (due to Wilke and modified by Bird et al.) [7]:

\[
\mu = \sum_{k=1}^{N} \frac{X_k \mu_k}{\sum_{j=1}^{N} X_j \phi_{kj}}
\]

with
\[
\phi_{kj} = \left[ 1 + \left( \frac{\mu_k}{\mu_j} \right) \left( \frac{W_j}{W_k} \right) \right] \left( 1 + \frac{W_k}{W_j} \right)^2,
\]

where \( \mu_k \) are the single-component viscosities evaluated using polynomial fits of the form of (19). We see that the evaluation of the \( N^2 \) coefficients \( \phi_{kj} \) can be quite demanding. The definition of the \( 1 + M \) main species could also be used to reduce the sums appearing in the above expression, reducing the number of coefficients \( \phi_{kj} \) to be evaluated to \( (1 + M)^2 \) instead of \( N^2 \).

4. Results

4.1. Steady counterflow flamelets

We first consider steady flamelets in order to show the performance of the different multicomponent formulations.

Figure 1: Steady counterflow flamelet of pure hydrogen in air at 300K and strain rate \( a = 200s^{-1} \) (with fuel boundary at \( x = 0 \), oxidiser boundary at \( x = 2cm \) and fixed stagnation point at \( x = 1cm \)). Temperature profile in physical space.

First, a simple case of pure hydrogen in air at 300K is considered, at strain rate \( a = 200s^{-1} \), using the chemical mechanism of [19] involving 9 species and 21 reactions. This is a case where differential diffusion effects are expected to be important, and therefore challenging for multicomponent diffusion models. Figure 1 shows that the mixture-averaged simplification is not exactly equivalent to Dixon-Lewis multicomponent diffusion. In this case, where the fuel is not diluted, we cannot obtain results with Model 1 with first-order or second-order truncation. As expected, a high order power series expansion would be needed in this case in order to obtain a reasonable approximation of multicomponent diffusion species fluxes, since the truncated power series expansion model was derived assuming the presence of a main diluting species. Results can be obtained in this case with the lowest order Model 1 + \( M \) only at the condition that the threshold factor \( \gamma \) in (10) is small, namely \( \gamma \leq 10^{-4} \). No solution is obtained when \( \gamma \geq 10^{-3} \). This is due to the fact that with the threshold value \( \gamma = 10^{-3} \) the radical H is not included in the main species subset in some critical part of the flame, as will be discussed together with Figure 5. The obtained Model 1 + \( M \) results corresponding to a \( \gamma = 10^{-4} \) threshold factor are in almost exact correspondence with Dixon-Lewis results.

Second, we consider the steady solution corresponding to the conditions of the flame experimentally investigated by Cabra et al. [22]: a turbulent jet of methane/air mixture in a coflow of hot products of lean premixed hydrogen/air combustion, as summarised in Table 2. The chemical mechanism of [23] is used, involving 57 species and 268 reactions. As can be seen in Table 2, we now consider a case where \( N_2 \) is a main diluting non-reacting species everywhere in the flame. This is a very favourable case for the truncated power series model. In this case, results are now obtained with Model 1, or with the lowest order Model 1 + \( M \) even with \( \gamma = 10^{-2} \), and the results are identical to the results obtained with the exact Dixon-Lewis formulation. Figure 2 illustrates the very small differences be-

Table 2: Conditions of temperature and species mole fractions of fuel and hot coflow, corresponding to the atmospheric lifted CH2 turbulent jet flame of [22].
tween mixture-averaged and Dixon-Lewis results for the steady solution.

A very different case is considered: pure n-dodecan at 363K, in a mixture of oxygen/nitrogen (0.15:0.85 by volume) at 900K, at a pressure of 5.06MPa. This corresponds to the experimental conditions of the so-called “Spray A” when n-dodecan is used as a diesel surrogate fuel, considered as a reference case in the Engine Combustion Network (ECN) [20]. In this case, the chemical mechanism of [21] is used, involving 255 species and 1509 reactions. Figure 3 shows that the mixture-averaged results are very close to Dixon-Lewis (although not exactly identical). This is again a case where the fuel is not diluted and where no results can be obtained with the first-order or second-order truncated power series expansions (Model 1). However, results can be obtained with the lowest order Model 1 with $\gamma = 10^{-2}$, leading to some small differences. With lower values of $\gamma$ results get closer to Dixon-Lewis, and are identical when $\gamma = 10^{-4}$.

These first cases already show the limitations of the truncated power series expansion models in practical calculations, when no main diluting species can be defined. In general, high order truncations may be needed, and the evaluation of $c^{(0)}_i$ (truncated at order $p > 1$) will be more expensive than directly inverting the matrix in (4). As expected, the mixture-averaged simplification differs from Dixon-Lewis when differential diffusion effects are important. On the other hand, the lowest order Model 1 + $M$ appears to be a very good approximation of Dixon-Lewis multicomponent diffusion, when the threshold factor $\gamma$ is small enough.

4.2. Diluted methane counterflow igniting flamelet

Finally, we consider an unsteady igniting methane flamelet starting from the inert solution corresponding to the conditions summarised in Table 2. This is a transient problem where different components play a role in the ignition process, like for instance $\text{HO}_2$, $\text{H}_2\text{O}_2$, $\text{CH}_3\text{O}$ or $\text{C}_2\text{H}_6$, but also $\text{C}_3\text{H}_7$ or $\text{C}_3\text{H}_8$.

This is therefore a more challenging case compared to the steady results shown in Figure 2. For the different approximations of Model 1, and Model $[1+M]^{(0)}$, we can verify in Figure 4 the very good correspondence with the exact Dixon-Lewis formulation already observed in the steady case. However, the limitation of the mixture-averaged approximation now appears more clearly: in this unsteady problem, the different radicals appearing during the ignition process imply differential diffusion effects which are not represented accurately by this approximation.

4.3. Relative computational cost of the multicomponent diffusion approaches

In Table 3, for the three steady cases considered, we summarise the relative cost of the evaluation of multicomponent fluxes for all multicomponent diffusion approaches: Dixon-Lewis “D.-L.”, mixture-averaged “Mix.-av.”, $[1+M]^{(0)}$ with different values for $\gamma$, and when available, Model 1 with 1st order and 2nd order corrections. The computational cost is normalised by the time required for the evaluation of the mixture viscosity $\mu$ using (24). For this comparison, in the $[1+M]^{(0)}$ model calculations where the evaluation of $\mu$ is improved by only considering the $1+M$ main species, we solve (24) as an extra equation considering the $N$ species in order to normalise the computational times.

Considering Model 1, in the steady diluted methane flame where results can be obtained with truncated power series, we see that the first order truncation is less efficient than the mixture-averaged formulation, as expected from Table 1. Moreover, the second-order truncation appears to have a similar cost as Dixon-Lewis, showing that in this case the evaluation of the approximated dimensionless coefficients $c^{(2)}_i$ in (9) (expected to be of the same order $O(N^2)$ in Table 1) is as expensive as directly inverting the matrix $(I + A)_{ij}$ in (4).

On the other hand, the computational cost of Model $[1+M]^{(0)}$ is lower than the mixture-averaged formulation when the num-
ber of species considered is large. This is quite remarkable, and we can clearly see that the main gain comes from the evaluation of fewer binary coefficients $D_{ij}$. This is of course related to the number $1 + M$ of main species considered in each case (here with rather small values for the threshold factor $\gamma$). The mean value $(1 + M)$ and maximum value of the number of main species are specified in the table and can be compared to the number $N$ of species considered. This will be further detailed in the next section.

Model $[1 + M]^{(0)}$ also appears to offer an extra advantage for the evaluation of the mixture viscosity $\mu$ when only considering the $1 + M$ main species in Eq. (24), instead of the total number $N$ of species. It takes less than half the time for a small number of species like in the hydrogen case, but the cost can be reduced by a factor 25 in the methane case, and by 30 or 50 in the dodecane case. This extra advantage makes the $[1 + M]^{(0)}$ model always more efficient than the mixture-averaged formulation when considering the total time required to evaluate both $\rho Y_i V_i$ and $\mu$, even when the number of species considered is rather small.

The times appearing in Table 3 concerning the final evaluation of the diffusion fluxes according to Eq. (1), (3), (15) or (17) (line “fluxes”) are small compared to the others. However, as explained in Appendix A, when a Jacobian matrix needs to be evaluated numerically, this final evaluation of the diffusion fluxes needs to be performed many times (by considering perturbations of the current solution vector). This is the case for the “Twopt” algorithm used to solve the problem. In Appendix A, we detail the efficient implementation used in the code LFLAM in order to avoid a too time consuming evaluation of the Jacobian matrix when $N$ is large.

### 4.4. Main species in physical space

In order to better illustrate why the Model $1 + M$ can be so efficient, it is useful to look at the distribution of the main species in physical space for the different cases considered. Figures 5, 6 and 7 show the distribution in physical space of the number $1 + M$ of main species for the three steady flamelet considered. The temperature profiles already plotted in Figures 1, 2 and 3 are also reproduced together with the grid nodes.

We can clearly see how in the fuel and oxidiser streams the number of main species reduces to the number of species in the streams (1 in pure fuel, 2 in air and 3 in the case of diluted methane in hot coflow). Moreover, we can observe how the number of main species increases in the flame zone. Note that
in the pure hydrogen case, it can locally reach the total number of species $N = 9$ on the lean side when $\gamma \geq 10^{-3}$.

In the pure hydrogen case, we can also understand the reason why no results are obtain when $\gamma \geq 10^{-3}$. We verified that a solution is obtained when the threshold factor $\gamma$ is set to $10^{-3}$ for all species, except for the radical $H$ for which $\gamma$ is set to $10^{-4}$. This tells us that with the threshold value $\gamma = 10^{-3}$, the radical $H$ is removed from the main species subset in some part of the flame where it is necessary to include this species. This is in line with the observation of Xin et al. [14] where they verify that their heptane-air combustion system is sensitive to the diffusivity of a subset of critical-diffusivity-species which are “either in high concentration or are highly reactive radicals such as $H$ and $OH$”.

This suggests a refinement of criterion (10) used to identify the main species:

$$X_i \geq \gamma_i \cdot X_k$$

where the threshold factor $\gamma_i$ can be defined with a different value for each species $i$. With such a species-dependent criterion, it would be possible to further improve the efficiency of the proposed $[1 + M]^{(0)}$ model, by possibly using large threshold values for most species and smaller threshold values for the highly reactive radicals. In the present formulation, we can claim that it is safe to use a global threshold value of $\gamma = 10^{-5}$.

Figures 1, 2 and 3 also allow to picture the benefits that the Model $[1 + M]^{(0)}$ will offer in realistic configurations of 3D flames: it will drastically reduce the number of main species in the unmixed inlet streams in diffusion flames, or in the fresh gases and burnt gases in premixed flames, and the maximum number of main species will be localised in the flame zone. This will allow to evaluate the Dixon-Lewis multicomponent diffusion fluxes $\rho Y_i V$, at a similar or lower cost than when using the mixture-averaged formulation. Moreover, it will also be possible to evaluate the mixture viscosity $\mu$ in a much more efficient way.

On the other hand, since the gain in computational time is mainly localised out of the flame zone, strategies will need to be designed in the case of parallel computations based on domain decomposition in order to get a good load balance.

5. Conclusions

Different multicomponent diffusion formulations have been compared, neglecting the effect of thermal diffusion (Soret effect). The comparisons are made in simple one-dimensional steady and unsteady configurations (counterflow diffusion flames), which include relevant physical issues that may appear in Direct Numerical Simulations of practical flames.

The known limitations of the mixture-averaged simplification are illustrated in a pure hydrogen flame, where differential diffusion effects are important, but also in a diluted methane igniting flamelet where the different radicals appearing during the ignition process need to be correctly modelled.

It appears that the truncated power series expansion model first proposed by Arias-Zugasti et al. [1] (Model 1), would require high order truncations in order to be valid when no main
diluting species can be defined (for instance when pure fuel diffusion flames are considered). Moreover, in the diluted methane case (involving 57 species), the cost of the second order truncation appears to be similar to the cost of the implementation of Dixon-Lewis formulation with direct inversion of the $N \times N$ matrix.

The lowest order Model $1 + M$, which takes advantage of the lowest order truncation formulation only for the most diluted species, appears to be very efficient (even more efficient than mixture-averaged diffusion when the number of species is large), and leads to identical results as a direct implementation of Dixon-Lewis diffusion when the threshold factor $\gamma$ is small enough. This is mainly due to a reduced number of binary coefficients $D_{ij}$ to be evaluated. Moreover, we show that the definition of $1 + M$ main species can also greatly reduce the cost of the time-consuming evaluation of the mixture viscosity $\mu$. Although the purpose of the present paper is to derive an efficient multicomponent diffusion model corresponding to the Dixon-Lewis formulation, we describe in Appendix B how the definition of the 1 + $M$ main species can also be used in order to derive a reduced mixture-averaged formulation.

In the future, the proposed formulation could be further improved by introducing a species-dependent threshold factor $\gamma_i$ as in (25) in order to define the subset of main species, providing a simple criterion in order to define the critical-diffusivity-specters (CDS) proposed by Xin et al. [14]. In the present form of the model, we propose the value $\gamma = 10^{-5}$ as a safe global threshold value to be used.

The distribution of the number of main species in the modelled flames shows that the cost reduction is the most important away from the flame zone. This indicates the potential of the Model $[1 + M]^{100}$ for the simulation of realistic 3D flames. This also indicates that in the case of parallel computations, special attention will need to be paid to domain decomposition in order to take full advantage of the proposed method.

**Acknowledgments**

This work is supported at CIEMAT by the project #ENE2015-65852-C2-2-R (MINECO/ FEDER, EU), and supported at UNED (Madrid) by Ministerio de Ciencia e Innovación (#CSD2010-0011 and #ENE2011-26868). Comunidad de Madrid (#S2009/ENE-1597) and Ministerio de Economía y Competitividad (#ENE2015-67635-R).

**A. Note on the numerical evaluation of the Jacobian matrix**

The algorithm “Twopt program for boundary value problems” [18] used in order to obtain the results presented in this paper requires the numerical evaluation of the Jacobian matrix of the problem to be solved described by the system of equations (20)-(23). This system of $N + 3$ equations can be written in the form:

$$\mathcal{F}_i(\Phi) = 0, \quad i = 1, N + 3$$

with $\Phi = (F, G, T, Y)$. The Jacobian matrix that needs to be evaluated in order to solve the problem written in the compact form (26) is $\left[\frac{\partial \mathcal{F}_i}{\partial \Phi_j}\right]$. The $(N + 3)^2$ derivatives in the Jacobian matrix are evaluated numerically as follows:

$$\frac{\partial \mathcal{F}_i}{\partial \Phi_j} = \mathcal{F}_i(...) + \epsilon_j(...) - \mathcal{F}_i(...)$$

with $\epsilon_j = \Phi_j \epsilon_r + \epsilon_a$

where $\epsilon_r$ and $\epsilon_a$ are the relative and absolute perturbations, respectively.

**Table 4:** Relative time (normalised as in Table 3) dedicated to the final evaluation of the diffusion fluxes in the evaluation of the Jacobian matrix, both in the efficient implementation considered here and in a inefficient straightforward implementation.

<table>
<thead>
<tr>
<th></th>
<th>$N = 9$</th>
<th>$N = 57$</th>
<th>$N = 255$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D.-L. efficient straightforward</td>
<td>0.50</td>
<td>0.45</td>
<td>0.586</td>
</tr>
<tr>
<td>Mix.-av. efficient straightforward</td>
<td>2.77</td>
<td>17.37</td>
<td>124.14</td>
</tr>
<tr>
<td>$\gamma = 10^{-4}$ efficient straightforward</td>
<td>0.23</td>
<td>0.082</td>
<td>0.074</td>
</tr>
<tr>
<td>$\gamma = 10^{-5}$ efficient straightforward</td>
<td>1.60</td>
<td>1.15</td>
<td>1.12</td>
</tr>
</tbody>
</table>

In the evaluation of the Jacobian matrix, all the mixture and pure species properties and coefficients, $\mu$, $\lambda$, $\bar{c}_p$, $c_{pb}$, $h_k$, $D_{ij}$, $c_{ij}$ (or $D_{ij}$) are kept unperturbed in the $N + 3$ equations $\mathcal{F}_i(\Phi)$. In this way, there is no need to evaluate the “perturbed” binary coefficients $D_{ij}$ and dimensionless coefficients $c_{ij}$ (first two lines in Table 1). However the perturbed diffusion fluxes $\rho Y_k V_k$ need to be evaluated according to Eq. (1), (3), (15) or (17) including the perturbations in $Y_k$.

At each grid point of the one-dimensional domain, in an straightforward implementation of the Jacobian matrix the perturbed diffusion fluxes would be evaluated $n_s(N + 3)$ times, by repeating the complete evaluation of the perturbed diffusion fluxes after perturbing each of the $N + 3$ component of $\Phi$, and considering the pattern of $n_s$ points for the finite-difference discretisation of the derivatives in the equations $\mathcal{F}_i(\Phi)$ (here $n_s = 3$).

A more careful and more efficient implementation consists in only evaluating the $N$ perturbed diffusion fluxes, by simply adding to the unperturbed fluxes the modification implied by the perturbation $\epsilon_k$ of every mass fraction $Y_k$, with no need to consider the whole sums given by Eq. (1), (3), (15) or (17). For instance, instead of considering Eq. (3), the perturbed fluxes $[\rho Y_k V_k]^{\pm}$ corresponding to the perturbation $Y_k + \epsilon_j$ are simply obtained from the unperturbed fluxes $\rho Y_k V_k$ as follows:

$$[\rho Y_k V_k]^{\pm} = \rho Y_k V_k - \rho \frac{W}{W} D_{kN} c_{kj} V \left[ X_j \right]^{\pm} - X_j$$

where $\left[ X_j \right]^{\pm} - X_j$ is the perturbation of the mole fraction corresponding to the perturbation $\epsilon_j$ of the mass fraction $Y_j$. The
same can be written for Eq. (1), (15) or (17). This becomes of course quite relevant when $N$ is large.

In Table 4, we compare the relative times dedicated to the perturbed diffusion fluxes in the evaluation of the Jacobian matrix (times normalised by the time required for the evaluation of $\mu$ as in Table 3). We verify that the “straightforward” time is indeed about $n_d(N + 3)$ times the reference time reported in Table 3. We can observe the importance of a careful implementation, in particular when $N$ is large.

**B. Reduced mixture-averaged model**

Table 5: Relative computational cost for the evaluation of the multicomponent species fluxes (see caption in Table 3): standard mixture-averaged model “Mix.-av.”, proposed $[1 + M]^{10}$ model with $\gamma = 10^{-5}$ and reduced mixture-averaged model “New Mix.-av.” with $\gamma = 10^{-5}$.

<table>
<thead>
<tr>
<th>Mix.-av.</th>
<th>$[1 + M]^{10}$</th>
<th>New Mix.-av.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N = 9$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_{ij}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{ij}$</td>
<td>0.32</td>
<td>0.31</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.15</td>
<td>0.14</td>
</tr>
<tr>
<td>$\rho Y_i V_i$</td>
<td>0.51</td>
<td>0.78</td>
</tr>
<tr>
<td>Total</td>
<td>100%</td>
<td>83%</td>
</tr>
<tr>
<td>$N = 57$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_{ij}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{ij}$</td>
<td>0.34</td>
<td>0.20</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.15</td>
<td>0.29</td>
</tr>
<tr>
<td>$\rho Y_i V_i$</td>
<td>0.50</td>
<td>0.54</td>
</tr>
<tr>
<td>Total</td>
<td>100%</td>
<td>42%</td>
</tr>
<tr>
<td>$N = 255$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$D_{ij}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c_{ij}$</td>
<td>0.35</td>
<td>0.11</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.15</td>
<td>0.23</td>
</tr>
<tr>
<td>$\rho Y_i V_i$</td>
<td>0.51</td>
<td>0.37</td>
</tr>
<tr>
<td>Total</td>
<td>100%</td>
<td>26%</td>
</tr>
</tbody>
</table>

Table 5, compares the relative costs of the standard mixture averaged model and $[1 + M]^{10}$ model with $\gamma = 10^{-5}$, already reported in Table 3, to the cost of a reduced mixture averaged model that would take full advantage of the definition of $1 + M$ main species with $\gamma = 10^{-5}$ (reduced number of binary diffusion coefficients $D_{ij}$ to be evaluated, reduced sum in (16), and reduced sums in the evaluation of $\mu$ in (24)).

We can see how the definition of the $1 + M$ main species indeed allows to define a more efficient reduced mixture-averaged model, in particular when $N$ is large.
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