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Abstract. We present a study of the performance of the Weather Re-
search and Forecasting [WRF] code under several hardware configura-
tions in an HPC environment. The WRF code is a standard code for
weather prediction, used in several fields of science and industry. The
metrics used in this case are the execution time of the run and the energy
consumption of the simulation obtained with the LIMITLESS monitor,
which is the main novelty of this work. With these results it is possible
to quantify the energy savings of WRF run configurations, which include
variations in the number of computing nodes and in the number of pro-
cesses per node. It is found out that a slight increase in the computing
time can drive to a noticeable reduction in the energy consumption of
the cluster.
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1 Introduction

The optimal use of hardware resources is one of the major issues in Computer
Science and in particular in High Performance Computing (HPC). Usually, the
optimization of code executions targets the minimization of the computing time,
setting aside other criteria. However, the study of the energy consumed in the
computations is of particular interest from the environmental and economical
points of view. Such an evidence has become cornerstone with the advent of the
exascale infrastructure in which a kind of trade-off between computational and
energy efficiencies is pursued. Examples of this trend nowadays can be found
in the literature. Thus, a study of the performance and energy consumption
of HPC workloads on a cluster can be found in [20], an auction mechanism
model for energy-efficient HPC is detailed in [6], or even theoretical approaches
for achieving a sustainable performance while reducing energy consumption [11]
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demonstrate the actual necessity for successfully combining both performance
and energy issues.

A timely research line such as artificial intelligence is being used for im-
proving this trade-off as well. Driven holistic approaches to reduce the power
usage effectiveness (PUE) [31] or swarm optimised greedy algorithm [14], just to
mention a few, are recent developments on this topic.

However, there is a lack of understanding of the power consumption char-
acteristics of HPC jobs which run on production HPC systems [24]. The gap
is being filled by studies applied to different codes widely used, see for exam-
ple [7] for an energy-efficiency tuning of lattice Boltzman simulations, [30] for
stencil-based application on Intel Xeon scalable processors, or [12] for molecular
dynamics calculations executed on hybrid and CPU-only supercomputers with
air and immersion cooling.

Following this line of work, we study both the computing time and the energy
consumption of two different simulations of the WRF (Weather Research and
Forecasting) code, widely used in forecasting predictions and climate evolution.
There is in the literature a vast number of references related to the evaluation
of the WRF code in what respects their physical results applied to different
areas in the world, but scarce information about its computational and energy
efficiencies in ultimate processors to the authors’ knowledge.

To carry out this study, we test WRF together with a new performance
monitor for HPC clusters called LIMITLESS already developed by the authors.
LIMITLESS presents an easy deployment and configuration to gather data with
a low overhead from any hardware element in the HPC cluster.

The reminder of this paper is organized as follows. We start with a brief
introduction to WRF and the simulations carried out in the experiments in Sec.
2. Then we describe the main characteristics of LIMITLESS and the methodology
followed in the performance studies in Secs. 3 and 4. We show the results in
Sec. 5 and present our conclusions in Sec. 6. The main results are that diverse
deployments of WRF with small variations in the execution time can lead to
important variations in the power consumption.

2 WRF: the standard for weather simulations

The Weather Research and Forecasting [WRF] simulation code is a well-established
tool in weather prediction since 2007 [19]. It is a massive parallel code that solves
the atmosphere dynamics, considering many physical and multiscale phenomena.
The lowest 1-3 km region of the atmosphere within the troposphere, character-
ized by friction and turbulent mixing is called planetary boundary layer (PBL)
[29]. The PBL plays an important role in the transportation of energy (including
momentum, heat and moisture) into the upper layers of the atmosphere and acts
as a feedback mechanism in wind circulation. Mesoscale models, as WRF, include
different schemes for convection, planetary boundary layer turbulence, radiation,
cumulus and land-surface processes which is a complete description of the behav-
ior of the atmosphere both in hindcast and forecast. The PBL parametrization
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implemented in the mesoscale models is important for accurate simulations of
turbulence, wind, wind power, air quality and, in general, any process occur-
ring in the lower layers of the atmosphere. WRF is used in many industrial and
research activities, including weather forecasting and wind power.

The two kind of WRF simulations presented in this work differ in the mesoscale
model:

— The non-local-K scheme from Yonsei University, denoted by Y.SU. [17]
— The model with local turbulence kinetic closure from Mellor-Yamada Nakan-
ishi and Niino, Level 2.5, denoted by MYNN. [23]

Some recent studies were reported in literature regarding the use of these two
settings e.g. [18], [32], [15], [16], [13]. In particular, the WRF model is widely
used to generate wind resource maps. These wind atlases are usually made by
simulating several years at high horizontal and vertical resolution, for which the
computational cost is very high. Therefore, the WRF model is usually run in
HPC in a distributed way, i.e., a long simulation is run in each group of nodes.
In the New European Wind Atlas (NEWA) project [1], it was decided to run
simulations of 7 days plus a 24h spin-up period, which overlaps with the last
day of the preceding weekly run. An advantage of the weekly runs is that the
simulations are independent of each other and can be integrated in parallel. This
reduces the total wall clock time needed to complete a multi-year climatology
at a decent computational overhead. Fig. 1 shows the temperature at 2 meters
above ground level in the whole Mediterranean Sea using the WRF model with
weekly run. The PBL MYNN parametrization was used in this case.

Fig. 1. Temperature at 2 meters above ground level for a weekly run simulation in the
Mediterranean area.

For each weekly run, in the domain of the Fig. 1 (6,213,460 grid points), 4
nodes in Xula (160 cores, see Sec. 4) are used and the computational time is
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around 6 hours, i.e., 960 core hours. With 52 week/year for 30 years simulated,
1,497,600 core hours will be needed if 4 nodes are used (just the half when
8 nodes are used and so on). As for many medium-size supercomputers, the
amount of nodes which are accessible by a user is limited, the logical consequence
is that the same simulation is performed several times in a kind of parameter
sweep calculation. In this point is where a trade-off between the simulation
walltime and the energy consumed is interesting to be analysed (see below in
the results section). Even more when the WRF scalability is not optimal, i.e., a
computational and energy cost-effective execution is of even greater importance.

In the present work we have executed short test WRF simulations with the
two parametrizations aforementioned for our performance studies. Depending
on the number of computing nodes involved and the MPI configuration, those
simulations take 20-40 minutes to complete in a standard HPC infrastructure
and produce 53 GB of output data. Because the problem size is always constant
for each input configuration (YSU/MYNN), all scaling studies presented here
refer to strong scaling.

3 The LIMITLESS monitor

In this work, data from the system have been collected using the LIMITLESS
monitor. LIMITLESS [10,8] is a highly-scalable framework for monitoring and
application scheduling that is able to work under near-to-second sampling rates
with low overheads. However, this sampling interval can be established from
hours to less than a second. LIMITLESS is fully integrated with other system
software like the scheduler, and other runtimes that allow it to enhance some
goals such as application-level monitoring, I/O interference awareness, and scal-
ability. In a previous work [9], a description of the monitoring architecture as
well as a practical example of its use for enhancing the application scheduling
are shown.

LIMITLESS includes a monitoring tool designed to provide performance in-
formation for generic purposes in large scale systems. It consists of the following
componentes: one LIMITLESS Daemon Monitor (LDM) per node, that periodi-
cally collects the performance metrics; a set of LIMITLESS Daemon Aggregators
(LDAs), that are responsible for forwarding the information from the LDMs to
other aggregators or servers, and the LIMITLESS Daemon Server (LDS), which
gathers and stores the monitoring information in an ElasticSearch database.
The LDS is also able to send the information to other processes involved in the
monitoring or to store it locally for future local exploitation like, for instance,
in-transit processing.

The monitoring information collected by LIMITLESS includes, but is not lim-
ited to, different metrics related to CPU, main memory, I/O and communication
network utilisation, as well as temperature and energy consumption. The moni-
tor collects many of these metrics directly from the kernel performance counters.
However, the energy consumed is measured by means of the Intelligent Platform
Management Interface (IPMI).
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Fig. 2. Example of deployment with Triple Modular Redundancy and watchdog pro-
cesses in the first monitoring branch.

Figure 2 shows a generic deployment of LIMITLESS with fault-tolerance mech-
anisms enabled for the LDMs, LDAs and LDSs. The purpose of replicating these
components is to enhance the monitor scalability and resilience. The techniques
applied are Triple Modular Redundancy (TMR) and Watchdog processes (WD).
The first one allows each component to forward the information to three other
components (instead of one). TMR includes two configurations: with replication
and without it. When replication is enabled, each component sends the same
information to the three linked components. Alternatively, if replication is not
enabled, the component sends the information to the first linked component and
waits for confirmation. If there is no confirmation, it sends the information to
the second linked component and waits again. If there is no confirmation, it re-
peats the process with the third option. Note that in this last approach, once a
confirmation has been received, the data replication is avoided in order to reduce
the communication overhead. On the other hand, WD is a process that executes
an application as a service, checking if the managed components are running or
not. In case of failure, WD restarts the component with the same configuration.
Note that Figure 2 shows a generic topology that does not necessarily fit with
the monitoring framework topology used in this work.

LIMITLESS monitor has been selected to provide the performance information
due to its reduced overhead (shown in Table 1) with values less than 1 %. This
overhead does not include the overhead of collecting energy consumption through
Impitool and the state of the InfiniBand network. Table 2 shows the overheads of
monitoring with those two features, that are higher for those sampling intervals
because of the syscall related overheads. The columns identified by ST indicate
the sampling interval; TT shows the total execution time while the monitor
is running; C'time is the number of CPU seconds that the monitor dedicates



6 A. Bustos et al.

to collect the information; finally, the O columns show the CPU overhead in
percentage.

Table 1. LIMITLESS monitor overhead under different sampling intervals, without mea-
suring the power consumption.

SI [s] | TT [h] | Ctime [s] | O(%)
1 24 144 0.166
24 24 0.027

10 24 11 0.013

Table 2. LIMITLESS monitor overhead under different sampling intervals (including
power consumption).

SI [s] | TT [h] | Ctime [s] | O(%)
1 24 2350 2.72
24 475 0.55

10 24 243 0.28

We can observe that the monitor overhead is very low, which is important
in production clusters to keep monitor interference with other applications as
small as possible.

The topic of monitoring in distributed systems has been extensively addressed
in previous works. However, monitoring is a crucial component that has to be
adapted to new technology improvements related to HPC platforms. There are
solutions based on frameworks that combine various components to offer global
views (for example Ganglia [21], [4], Nagios [3] or Slurm [33]). Those frameworks
are well known and used in HPC. However, simpler and lighter monitors also
have a place, as in the case of Collectd [5], which works as a local monitoring
daemon.

The advantage of using LIMITLESS is that is easily adaptable and recon-
figurable to multiple platform configurations. LIMITLESS is also able to select
different metrics of interest and process the results with a minimum impact on
the platform performance.

4 Methodology

The simulations presented in this work were run on the Xula facility, located at
the data center at CIEMAT, Madrid, Spain. This HPC cluster is in production
since November 2019 and it is currently adhered to the Spanish Supercomput-
ing Network (RES)[2]. The cluster is divided into several Infiniband islands with
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different hardware installed, which correspond with partitions in the batch sys-
tem. In this work, the first partition was used, which is precisely the offered
to the external users belonging to the RES. This allows better reproducibility
and the profiting of the results, because many of them make use of WRF in
their research. The island is composed of computing nodes with double Intel(R)
Xeon(R) Gold 6148. In total there are 40 cores at 2.40 GHz per node (hyper-
treading is disabled). Inside the island, the connectivity is based in 4xEDR Infini-
band (100Mbps), without blocking among nodes, but with 2:1 blocking against
the LUSTRE storage servers.

Moreover, the nodes used in this work were reserved and removed temporally
from the execution queues to improve the accuracy in the measurements. Thus,
no other software was using the hardware that might influence on our experi-
ment, with exception of the shared storage. Similarly, turbo-boost is disabled in
the island. Thus, allocating in the nodes the maximum of 40 MPI tasks will not
disrupt the measurements.

We configured the LDM in LIMITLESS to measure every 5 seconds and dump
the data from all involved nodes into a text file in the central server. The in-
formation is sent via Ethernet to the LDA/LDS, which run in an independent
server in the cluster, so the monitor does not overload the MPI communications.
We used Python to integrate, analyze and plot all the results.

In the experiments we carried out several WRF simulations with the two
different input configurations (Y.SU and MYNN), described at the end of Sec.
2. For each input file, we measured the execution time and energy consumption
in different deployments: varying the number of nodes involved and the number
of processes per node [np]. Every simulation case, defined by the input file, the
number of nodes and np, is executed at least three times in order to have a more
robust estimation of the computing time and energy consumption (see below
for a deeper explanation about reproducibility and errors). In this way we can
estimate the variation in our results due to the use of the cluster by other users
that can occupy neighbouring nodes or make intensive use of the storage system.
Thus, we present the mean values and all error bars correspond to the standard
deviation.

We completed a total of 166 simulations in the Xula cluster and found that
typically the the dispersion in the measurements is very small. We obseve those
the errors correspond to a standard deviation below 3% in almost 90% of the
cases in the results of the next Section (figures 3, 4 and 5 ), showing the previously
mentioned good reproducibility. In this sense, it should be pinpointed that taking
a t-Student confidence interval of 95% and the previous standard deviation value,
moving from a set of three repetitions to six would simply reduce the final
error associated to the measurement from 1.14% to 0.07%, with the consequent
additional energy consumption and CQO; emission made by the cluster. Hence
we can say that the experiments are reproducible in most cases.
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5 Results

The main objective of these experiments if to find out the relation between the
strong scaling of an MPI application, such as WRF', with its energy consumption.
This is shown in the following figures of this Section, starting with a generic
scaling study, increasing the number of cores/nodes, and later relating them to
the energy consumption.

In Fig. 3 we plot the execution time of WRF using the YSU input file us-
ing a single node with 40 CPUs and varying the number of processes, np. We
can see that the minimum execution time is obtained using np = 20, indicating
that the scaling is not very good above those np. This is a known behavior of a
certain type of MPI applications [34, 28, 25]. MPI operations are optimized for
process communication between nodes, not for efficient intra-node communica-
tions, where context changes, protocols, and intermediate libraries overload the
CPUs and increase the latency. For those reasons, if the application cannot use
threads (e.g. OpenMP), the MPI processes are distributed in the cluster [22] to
measure both the strong and weak scaling.
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Fig. 3. Execution time of WRF with YSU input file, using a single Xula node [named
xulal103], as a function of the number of MPI processes.

We chose to compare the maximum distribution of MPI processes between
CPUs (np = 2, one process per CPU) and the optimal concentration (np = 20),
varying the number of nodes and consequently the total number of MPI tasks.
This is shown in Fig. 4, where we plot the execution time versus np. As can
be seen, although for np = 2 each process has all hardware resources available,
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WRF does not scale well for more than 4 nodes. On the other hand, there are
no improvements if we use more than one node if they execute 20 processes.
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Fig. 4. Execution times of WRF runs for YSU and MYNN input configurations. np is
the number of processes per node, so 1, 2, 4 and 8 nodes are used to obtain the total
number of MPI processes in each execution.

The energy consumption in the previous cases does not show promising re-
sults. As can be observed in Fig. 5, increasing the number of nodes produces a
monotonously increase, close to linear, in the energy consumption. Concentrat-
ing processes in nodes implies, in principle, some energy savings, but it occupies
all the cores that can be eventually utilized by other users. So, from the power
consumption point of view, it is advisable neither to use more than one node
nor launching few MPI processes per node. As it is known, policies regarding
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processes location, spreading, and/or consolidation must be properly evaluated
in the context of the Resource Management System (Slurm in the present work)
at the same time of considering the utilization profile (CPU utilization, average
number of cores, average requested memory, etc.) by users. In this sense, the
current work for characterizing the WRF execution profile opens the door to
perform dynamic allocation of tasks that will benefit this evaluation. Such a dy-
namic allocation can be performed by means of the integration of ckeckpointing
mechanisms into the Resource Management System [26].
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Fig. 5. Energy consumption of WRF runs. np is the number of processes per node, so
1, 2, 4 and 8 Xula nodes are used.

In Fig. 6 we show a scatter plot of the energy consumption versus the execu-
tion time for all 166 simulations considered. In this set of simulations, we include
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those from Figs. 4 y 5 and additional ones performed with different np. Since,
as we previously said, we repeat every setting at least three times, we observe
in the small clusters the typical dispersion of the measured quantities. We also
observe a huge variability in the energy consumption, whereas the computing
time is more bounded.
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Fig. 6. Scatter plot of energy consumption and execution time for all numerical exper-
iments (blue=MYNN, orange=YSU).

Similarly, in Fig 7 we show another scatter plot with the number of MPI
processes versus the execution time, confirming the reduced scaling of the WRF
run with the number of MPI processes.

Finally, in Table 3 we show the best cases, those that minimize the energy
consumption or execution time, of all WRF executions. We can observe that:

— With MYNN input, increasing computing time 6% reduces energy consump-
tion a factor of 9.

— With YSU input, increasing computing time 20% reduces energy consump-
tion a factor of 7.

The use of the fastest settings indicated in Table 3 imply an excessive occu-
pation of hardware resources, that is unaffordable because of the small gain in
execution time.

Nevertheless, and taking into account that the presented results are obtained
in a shared cluster used by a wide set of different users and computational
requirements, there are several combinations of nmp and the number of nodes
grouped altogether below 0.1 kWh in Fig. 7 and also below 50 MPI processes in
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Fig. 7. Scatter plot of the number of MPI processes and execution time for all numerical
experiments (blue=MYNN, orange=YSU).

Input | Nodes | np | Ex. time Energy
MYNN| 8 32 (19.9 min| 0.0560 kWh
MYNN 1 16 | 21.0 min {0.0063 kWh
YSuUu 8 32 (19.9 min| 0.0569 kWh
YSU 1 5 | 23.9 min |0.0081 kWh

Table 3. Cases with minimum execution time and energy consumption. See the text
above for estimation of the errors.

Fig. 6, with execution times smaller than 25 minutes. Consequently, it is possible
to define executions of WRF that balance the cluster occupation, the duration
of the run, and the power cost, i.e., to find out say sub-optimal configurations
that obtain a close-to-optimal trade-off for these three variables.

6 Conclusions and future work

It is not unusual that codes such as WRF are run on a daily basis, in particular
to execute weather forecasting jobs in several geographical locations. This rep-
resents significant expenses in terms of human, material, and energy resources,
that also are difficult to quantify. This is due to the nature of WRF and other
similar codes, that scale differently in execution time and energy consumption
in relation to the total number of processes generated and occupied nodes.

We have performed a preliminary study of the execution time and energy
consumption for two input configurations of WRF, changing the number of nodes



Energy Consumption Studies ... 13

and the number of processes in each node. We have characterized the strong
scaling of WRF, its consumption and resource usage in a modern HPC cluster.

In the WRF cases here documented, the energy consumption grows linearly
with the number of nodes used, whereas the computing time is barely reduced, or
even increases when each nodes executes the maximum number of MPI processes
allowed. However, reducing the number of processes per node does not imply a
smaller consumption, but only a smaller cluster occupation.

Hence, it has been found that in this dedicated infrsatructure there are several
sub-optimal deployments that compensate execution time, energy usage, and
cluster occupancy. Among them, we see that is possible to drastically reduce the
energy consumption of the nodes, with the corresponding refrigeration savings, at
the expense to slightly increase the computing time. As previously commented,
this outcome can profit from a dynamic allocation of tasks mechanism (based
on checkpointing capabilities) that will optimize this trade-off. Even when of
much interest, to find out the algorithm that rules this dynamic allocation of
tasks taking also into account the infrastructure being exploited is out of the
scope of this work. Such a endeavor will require of the application of artificial
intelligence methodologies to design a scheduling algorithm that would optimize
the use of a shared cluster as Xula is accordingly to the users’ demands and
historic behaviour.

This article is then the first step for such a future work in which a deeper
study must be performed. Hence, an increase in the number of executions, code
configurations, number of iterations even when a good reproducibility has been
already obtained, consideration of the idle power consumption on additional
nodes (when executing all processes in the same node), etc. ought to be per-
formed. This bunch of experiments could be then complemented with the design
of a new scheduling algorithm for an optimal use of the cluster that could profit
from the available study of the researchers exploiting Xula [27].

At the same time, the achieved experience paves the way for future studies
with other codes suitable in HPC job planning in the context of energy efficiency.
In this sense, the previous conclusions and their potential extension to codes with
a near perfect performance scaling should be confirmed or not in order to check
if there are less possibilities of energy savings as the power consumption will
follow a linear behaviour with the use of resources used.
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