
Received May 31, 2018, accepted June 20, 2018, date of publication July 11, 2018, date of current version August 15, 2018.

Digital Object Identifier 10.1109/ACCESS.2018.2854915

Fast Energy Storage Systems Comparison
in Terms of Energy Efficiency
for a Specific Application
JORGE TORRES 1, PABLO MORENO-TORRES2, GUSTAVO NAVARRO1,
MARCOS BLANCO1, AND MARCOS LAFOZ1
1CIEMAT, Spanish National Research Centre on Energy, Environment and Technology, 28040 Madrid, Spain
2Wynnertech S.L., 28906 Madrid, Spain

Corresponding author: Jorge Torres (jorgejesus.torres@ciemat.es)

ABSTRACT One of the key parameters to properly and accurately assess an energy storage system is the
energy efficiency, which has a direct impact on the system performance and an indirect impact in its cost.
In this paper, a methodology for comparing double-layer capacitors (EDLC) and kinetic energy storage
systems (KESS) in terms of energy efficiency is proposed. This methodology, based on accurate loss models,
takes real operating cycles into account, so a realistic result is obtained for each particular case. An accurate
study of the losses of both technologies is accomplished during the paper, getting a complete model for
EDLCs andKESSs, and obtaining efficiencymaps for the whole range of operation points. Some conclusions
about the convenience to use one or the other alternative and the best way to operate them are presented.
In addition, a specific study case related to a wave energy power generation plant has been carried out
in this paper, defining a methodology to select the energy storage requirements, calculating the round-trip
efficiency and getting some recommendations related to the most appropriate operation strategy to take the
most advantage of the energy storage system.

INDEX TERMS Fast energy storage system, supercapacitor, flywheel, energy efficiency.

I. INTRODUCTION
Electrical Energy Storage Systems (EESSs, or simply ESSs)
are becoming of critical importance in many industrial sec-
tors, with new applications and new commercial products
being released every year. There are already many electrical
energy storage technologies of different nature: chemical
(fuel cells), electrochemical (batteries), electrostatic (super-
capacitors), electromechanical (flywheels, compressed air
and hydro pumped energy storage) and electromagnetic
(superconducting magnetic energy storage) [1], [2]. Some
of these technologies have already reached maturity and are
commercially available, while others are still under devel-
opment [3]. Another useful classification of EESSs is done
based on the typical duration of their charge/discharge cycle:
very short (less than a few seconds), short (seconds to min-
utes), medium (minutes to hours) and long (days) [1], [2].
This classification, shown in Table 1, is strongly related
to the EESS energy and power density, and thus to its
functionality within a given system. For instance, in power
quality applications, peak shaving requires a medium time

range ESS, while grid frequency control demands a faster
technology.

Choosing the most appropriate energy storage technology
for a given application is not a straightforward task, especially
when the system characteristics imply that the operating cycle
is both complex and variable. The decision becomes even
more difficult when considering hybrid energy storage sys-
tems that combine at least two different technologies. Many
economical and technical factors influence this choice, and
an optimized design (based on criteria such as total cost, con-
sidering installation, operation and replacement costs) is not
always achieved, sometimes because of lack of information
regarding the different technologies.

This paper focuses on the named fast ESSs, i.e., those
whose typical charge/discharge cycle is short. Namely, Elec-
tric Double Layer Capacitors (EDLCs) and Kinetic Energy
Storage Systems (KESSs) based on flywheels. These two
alternatives are comparable regarding Technology Readiness
Level (TRL) [4] and provide similar performance in terms of
energy, power and number of cycles. In other words, they can
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TABLE 1. Electrical energy storage classification according to cycle
duration (based on [1], [3]).

be considered competitors; although at present EDLCs have
a larger market and are more popular than KESSs.

A comprehensive comparison of both alternatives is not the
goal of this paper. Instead, this work focuses on describing
a detailed methodology to assess both EESSs in terms of
energy efficiency exclusively. This proposed methodology
may be applied to different decision scenarios on its own,
but also as part of a comprehensive comparison. The results
corresponding to the case example included in this work can
also illustrate how both EDLCs and KESSs perform in terms
of energy efficiency – just ‘‘efficiency’’ for the rest of this
paper – for those readers interested in a general conclusion.
Besides, this paper deals only with Electric Double Layer
Capacitors (EDLCs), thus leaving other types of superca-
pacitors, such as pseudo-capacitors and high voltage ceramic
capacitors, out of its scope.

Energy efficiency is usually considered a secondary
attribute in ESSs. Primary attributes are capacity (how
much energy can be stored), specific energy/energy density
(how much energy can be stored per unit of mass/volume),
charging/discharging power (how much energy can be
stored/drawn per unit of time) and useful life (how many
charge/discharge cycles can be achieved before the systems
degrades significantly), among others. However, efficiency
can play a non-negligible role in some applications. For
instance, higher efficiency in lithium-ion batteries means
more runtime in your smartphone and more range in your
electric vehicle. For fast ESSs, higher efficiency usually
means that a smaller capacity is enough to achieve the desired
goal, since less energy is wasted in the conversion process.
In both cases, the higher the efficiency, the higher the avail-
able energy. In other words, the efficiency attribute could be
considered as part of the usable capacity attribute, since the
former improves the latter.

When talking about energy efficiency in complex non-
linear systems, such as most ESSs, a single number does not
suffice. Saying that an EDLC-based ESS has an average effi-
ciency of 95% is not enough to stablish a fair comparisonwith
other technologies, especially in applications with complex
non-repetitive working cycles. There are many causes for this
fact:

1. Efficiency depends on the operating point, namely on
the State of Charge (SoC) of the system and on the

instantaneous power drawn/injected on it. For EDLCs,
this means that the efficiency is a function of voltage
and current, while in the case of a KESS it depends on
the speed and on the torque of the flywheel.

2. For each ESS, global efficiency is given by the prod-
uct of the individual efficiencies of the different sub-
systems that integrate the entire system. For instance,
the efficiency of an EDLC-based ESS depends on the
EDLCs power losses and also on the interface converter
power losses. Providing only the individual efficiency
of the EDLCs is not fair, particularly for comparison
purposes.

3. Efficiency also depends on the working cycle. There-
fore, any efficiency value should be given referred to
a specific working cycle. This is especially significant
in the case of EDLCs, since their Equivalent Series
Resistance (ESR), which models power losses within
them, is frequency dependent.

Statement number 1 implies that single numbers should be
avoided; 2D or 3D maps may be used instead to better
describe the efficiency of a given ESS. Statement number 2
leads to the utilization of global efficiencies instead of indi-
vidual efficiencies. Point number 3 suggests that efficiency
values must be linked to a specified working cycle, a concept
that we have named ‘‘smart efficiency’’. This work describes
how to compare fast ESSs by obtaining smart global effi-
ciency maps.

Most of the research works done in this area are focused in
the calculation of efficiency at rated load which leads many
times to unfair comparisons or insufficient in several appli-
cations in which the system does work at partial load and the
efficiency is lower, see [5]–[10]. The main motivation of the
paper is to define a methodology to get a complete efficiency
map (similar to the ones shown in [11]–[15]) for energy
storage technologies, in order to evaluate their performance
in all the operation points of a specific application. That will
allow a fair comparison of the different technologies.

The rest of the paper is organized as follows: In Section II,
the hypotheses, assumptions and comparison scope of
two ESS systems are presented. The loss model of an
EDLC-based ESS and KESS-based ESS are proposed in
Sections III and IV, respectively. In Section V, a comparison
of both systems efficiencymap and a previous conclusions are
presented. Finally, a model for both systems and a study case
in a real application is described in Section VI. Conclusions
are given in Section VII.

II. COMPARISON SCOPE, HYPOTHESES AND
ASSUMPTIONS
This section relates what factors were considered in this work,
what factors were neglected or left out for simplicity, and
what assumptions were made in the comparison process.

A. ESS GENERAL REQUIREMENTS
In this work, it has been considered that both ESSs must
comply with the following prerequisites:
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FIGURE 1. Basic layout of the two energy storage systems considered,
both connecting to a generic electrical system through a 950V DC-link:
(a) Supercapacitor-based ESS (EDLCs-ESS); (b) Kinetic Energy Storage
System (KESS).

• The connection point for each ESS is a DC-link with
rated voltage 950V, as shown in Fig. 1. In most appli-
cations, this DC-link would be connected to a 400V
50/60Hz grid through a grid-tie inverter.

• Both ESSs must have the same power and energy.
This means that the design process must start with the
EDLCs, since both magnitudes are coupled; i.e., it is
not possible to increase one of them without increasing
the other proportionally. Batteries suffer from the same
limitation. In this sense, one of the advantages of KESSs
is that the power and the stored energy are independent:
the former is given mainly by the electrical machine
power, while the latter is defined by the flywheel mass
and speed.

• Energy and power requirements are defined as follows:
0.5kWh of usable energy and, at least 125kW of power
when the system is fully charged (maximum). As max-
imum power depends on SoC in both technologies,
the above specification means that maximum power at
each operating point will be as illustrated in Fig. 2.

In EDLCs, minimum operating voltage is usually defined as
half the rated voltage, which yields a little more than 75% of
usable energy [2]. For the particular cell used in this work,
described in section III:

EEDLC [J ] =
1
2
·

(
C0 +

4
3
· k · u

)
· u2 (1)

SoCEDLC [%] =

(
C0+

4
3 ·k ·u

)
· u2(

C0 +
4
3 · k · umax

)
· u2max

· 100%

(2)
umin = 0.6umax
umax = 2.65V
C0 = 1850F
k = 350F

/
V

 ⇒
{
SoCEDLC,min = 30.2%
Usable energy = 69.8%

(3)

FIGURE 2. Maximum power as a function of voltage (EDLCs)/
speed (KESS).

where

EEDLC : Stored energy in EDLCs for a voltage
level

C0 : initial capacitance
k : coefficient which represents the effects of

the diffused layer of the EDLC
u : EDLC operating voltage level
umin : EDLC Minimum operating voltage
umax : EDLC Maximum operating voltage
SoCEDLC : State of Charge of EDLC for a specific

voltage
SoCEDLC,min : minimum EDLC SoC for a specific

voltage
Usable energy : EDLC usable energy

Similarly, common practice for KESSs consists in working
with a minimum speed close to 70.7% of the rated speed,
which provides exactly 50% of usable energy [16]. These two
criteria are also adopted in this work:

EKESS [J ] =
1
2
· J · ω2 (4)

SoCKESS [%] =
ω2

ω2
max
· 100% (5)

ωmin =
ωmax
√
2
⇒ SoCKESS,min = 50% (6)

where

EKESS : stored energy in KESS for a specific speed
J : total inertia of the system
ω : Flywheel Speed
ωmin : minimum operating speed
ωmax : maximum operating speed
SoCKESS : State of Charge of KESS for a specific

speed
SoCKESS,min : minimum KESS SoC for a specific speed

B. EDLCs DEFINITION
In the case of the EDLCs, the above prerequisites must be
complied in addition to the following:
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• The basic unit used to build the EDLCs is a 3000F
2.7V cell, which is one of the most common
supercapacitors and can be found from various
manufactures [17]–[19].

• To provide an optimized voltage ratio in the EDLCs’
interface converter, the maximum and the minimum
operating voltage of the supercapacitors were chosen
around [317 .. 633]V. This voltage range implies voltage
ratios of [1/3 . . . 2/3] in the DC/DC converter, corre-
sponding to convenient values of efficiency at the con-
verter [20]. Therefore, the number of cells connected
in series rises up to 240, yielding a voltage range of
[382 .. 636]V when maximum operating voltage is
limited to an average of 2.65V per cell, which is the
criteria assumed in this paper. Notice that limiting the
SCs maximum voltage implies increasing their useful
life while minimizing balancing issues, at the cost of
reduced useful energy.

• The usable energy provided by on single branch
of 240 cells in series is 0.50kWh. Consequently,
one branch is enough to fulfill the energy storage
requirement.

• The maximum power delivered by one single branch
of 240 cells in series reaches 125kW, considering a
rated current value of 200A. Thus, no extra branches are
needed to provide the required power.

• The frequency dependency of the EDLCs capacity is
considered negligible in this paper.

C. KESS DEFINITION
Once the ELDC is defined, a KESS is designed to achieve
the same values of energy and power. Therefore, the usable
energy of the flywheel must be close to 0.5kWh, while the
electrical machine rated power must reach at least 125kW,
to be comparable to the EDLC system:
• Considering a speed range of [4500 .. 6500]rpm, the total
inertia needed for the flywheel results:

J
[
kg · m2

]
=

2 · EKESS [J ]

ω2
max − ω

2
min

= 15.0 (7)

Fig. 3 a) shows a 3D model for such a flywheel.
Since the total inertia of the system is given by
the sum of the rotor and the flywheel, the electri-
cal machine must be designed first in order to define
the inertia of the rotor. Moreover, the diameter of the
flywheel (φ750 mm) is represented. This parameter
is key in the calculation of the total inertia of the
system.

• Regarding the electrical machine, the following design
is proposed to fulfill the requirements of this particular
KESS [21]. All characteristics of the KESS electrical
machine is listed in Table 2.
Fig. 3 b) shows the SRM 2D section. Moreover,
the three phases of the SRM are represented with the
letters A-B-C.

FIGURE 3. (a) 3D model of the flywheel; (b) 2D representation of the
electrical machine.

TABLE 2. KESS electrical machine.

III. LOSS MODEL OF A SUPERCAPACITOR-BASED ESS
An EDLC-based ESS comprises the supercapacitor cells and
an interface DC/DC power converter. Power losses take place
in both devices, as well as in the power cables connecting
them, in the balancing system, and in the cooling system, and
therefore they may be assessed individually for clarity.

A. SUPERCAPACITOR POWER LOSSES
In a single EDLC cell, ohmic losses take place in the positive
and negative current collectors, in the positive and negative
porous electrodes and in the separator [2]. All these power
losses are usually represented by an Equivalent Series Resis-
tance (ESR) when modeling an EDLC cell, as illustrated
in Fig. 4. This ESR is not constant, and depends on the
frequency of the current, on the cell voltage and on the
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FIGURE 4. (a) 3D model of the supercapacitor; (b) Equivalent circuit of a
supercapacitor cell used in this work [2], [22], [24].

cell temperature in a non-linear form [22]. In this paper
last factor is neglected due to the installation of a cooling
system which maintains the SCs in an operative temperature
range [25◦C–40◦C], thus minimizing ESR variations.
Another source of losses in an EDLC cell is the self-

discharge, which is a leakage effect dominated by redox
reactions at the electrode surface through which electrons
cross the double layer [23]. Self-discharge depends highly on
voltage, temperature and aging, so it is more easily modeled
by means of a voltage-controlled temperature-dependent cur-
rent source, as shown in Fig. 4.

In most applications, supercapacitors cells are connected
in series and parallel arrangements (modules) to provide the
required voltage and energy/power. This means that extra
ohmic losses take place in the contact resistance of those con-
nections. However, this resistance is approximately constant,
since it only varies with the temperature.

As mentioned above, a supercapacitor is not a linear
device; its properties depend on both the voltage and the fre-
quency. In this paper a frequency-dependent resistance (ESR)
is analyzed to calculate the supercapacitor power losses.
There are two different frequency ranges in the spectrum of
the supercapacitor current: A low frequency current related to
the supercapacitor’s operational mode and charge-discharge
cycle and a high frequency current due to the power converter
ripple. In general form, the instantaneous power of the resistor
ESR PESR(t) carrying a current iSC is:

PESR(t) = uESRSC (t) · iSC (t) (8)

where

PESR : instantaneous power losses of the resistor
ESR

uESRSC (t) : voltage of the resistor ESR
iSC (t) : instantaneous current on SCs system

Considering the current iSC as a periodic function with a
period T , this current can be expressed as a Fourier series:

iSC (t) =
+α∑
k=0

ISC (k) · sin(kwt + ϕk ) (9)

where

ISC (k) : Current value for each harmonic
w : Angular frequency [rad/s]

The voltage across ESR can be also expressed as a Fourier
series:

uESRSC (t) =
+α∑
k=0

ESR(kw) · ISC(k) · sin(kwt + θk ) (10)

where

uESRSC : voltage across the ESR
ESR(kw) : ESR value for each frequency

So, from equations (8), (9) and (10), the instantaneous power
dissipated on the resistor ESR is:

PESR(t) =
+α∑
k=0

ISC(k) · sin(kwt + ϕk )

·

+α∑
k=0

ESR (kw) · ISC(k) · sin(kwt + θk ) (11)

Using the Lagrange identity and the orthogonal property
of the sin and cos functions [2], the total average power
depends on the frequency spectrum of the capacitor current
and, consequently of the equivalent resistance dependent of
that frequency. The expression of these total power losses is:

PESR (t) = I2rms ·

[
+α∑
k=0

ESR (kw) ·
I2SC(k)
I2rms

]
= I2rms · ESR(eq)

(12)

where

Irms : r.m.s. value of the current
ESR(eq) : Equivalent ESR

The first step for calculating these frequency related power
losses is to develop a frequency model of a supercapacitor.
A model implemented in Matlab-Simulink environment [25]
provides a frequency characterization of the capacity and
the ESR of a supercapacitor cell, as shown in Fig. 5. These
measurements have an error of 7% with respect to the manu-
facturer’s values.

Once the coefficients and the frequency spectrum are deter-
mined, the power losses evolution over time is calculated
using (12). The ESR losses have been calculated for a particu-
lar operation cycle, periodic with frequency 0.7 Hz, described
in Section V. Therefore, the ESR losses for that cycle and the
partial efficiency of the system could be calculated using (12)
and [24], and shown in Fig. 6 a) and b), respectively.

ηPESR =
I · U

I · U + PESR
(13)
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FIGURE 5. ESR evolution as a function of the frequency.

FIGURE 6. (a) ESR losses evolution as a function of voltage and current
operation; (b) ESR theoretical losses compared to the EDLCs power.

where

ηPESR : r.m.s. current on the SCs system
U : voltage of the SCs system
I : r.m.s. current on the SCs system

B. INTERFACE BALANCING LOSSES
In this paper, a balancing system has been
used [17], [26]–[28]. This devicemakes the balancing process
from Vmin ∼ 2.57 V per cell, which implies no balancing
losses below this voltage (zero power consumption). This
type of balancing is an ELDC maximum voltage protection,

so their use could be negligible in some operation cycle and
has to be taken into account in specific situations as UPS
application. The balancing current and dissipation resistance
are known, so the cell balancing losses can be calculated
using the Joule formula (14). The results are shown in Fig. 7.

Pbalancing = Req. · I2eq. (14)

where

Pbalancing : balancing losses
Req. : balancing resistance
Ieq. : balancing current

As the above figure displays, the equalization losses
could be neglected compared with the other losses of the
EDLCs system.

FIGURE 7. Balancing losses evolution as a function of the voltage and
current operation.

C. COOLING LOSSES
Analyzing the EDLCs inner losses, the system requires a
cooling device which decreases the temperature of the super-
capacitors in order to reduce their degradation and extend
their life time [17]. A cooling turbine will operate from
a certain power, since natural convection is enough below
those power requirements. The cooling flow needed has
been calculated using an electrical equivalent model imple-
mented inMatlab-Simulink environment [25], [29]–[32]. The
results from this model are checked with a fluid dynamics
model made on a Computational Fluid Dynamics (CFD)
program [33] and, with these results, a commercial turbine
has been chosen. In addition, a turbine regulation curve has
been set, depending on the power required by the applica-
tion, in order to increase the efficiency of the system. The
aforementioned conditions of turbine regulation are fixed to
maintain a suitable temperature for the EDLCs system. The
power consumption of the turbine is depicted in Fig. 8. Cool-
ing losses are negligible compared with the electric losses due
to the internal resistance (ESR).

D. CONNECTION INTERFACE LOSSES
In order to calculate the bus bars losses [34], the first
step is to work out their resistance value. The geometrical
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FIGURE 8. Cooling consumption as a function of the voltage and current
operation. Dependent on the current level but not on the SoC.

configuration, the current and the section of the bars are
needed to define the resistance of the buss bar, as shown
in (15).

Rbusbar =
ρ · l
S

(15)

where

Rbus bar : Resistance of the bus bar
ρ : electrical resistivity of aluminum
l : bus bar length
S : buss bar cross-section

After that, the losses map for the supercapacitors system is
determined using the Joule losses formula (16). The results
are shown in Fig. 9, respectively.

Pbus bars = Rbus bar · I2 · nSC (16)

where

Pbus bars : bus bars losses
nSC : number of EDLCs

FIGURE 9. Connection interface losses as a function of the voltage and
current operation. Dependence just on the Joule effect losses.

E. INTERFACE POWER CONVERTER LOSSES
As energy efficiency is dependent also on the power elec-
tronics topology, the analysis must consider it. A bidirec-
tional DC/DC power converter interconnects two different

DC systems, SCs and DC-link as shown in Fig. 10. This
power converter basically consists of an input filter, power
electronic modules and an output filter. In this case a boost-
buck topology is selected since no isolation is required [20]
and the bidirectional current.

FIGURE 10. Supercapacitor-based energy storage system with an
interleaved DC/DC interface power converter.

The DC/DC power converter is preferred to operate in
DCM (discontinuous conduction mode) to minimize power
losses, a multiphase current-controlled buck-boost con-
verter [35] connects the EDLCs by means of three parallel
inductances.

The modulation technique used is PWM with
interleaving [36]. The interleaving technique connects
DC/DC converters in parallel (or different branches of the
same converter) to share the power flow between two or more
conversion chains (three conversion chains in this case).
Its main advantages are constant switching frequency, cur-
rent ripple reduction and capacitor and inductor size/weight
shrinkage [37]. Besides, the interleaved topology helps
improving energy efficiency.

AMatlab-Simulink model has been implemented with two
main objectives: first, to design a proper interface converter
(including design tasks such as the calculation of the induc-
tance values or the selection of the proper commercial IGBT
branch or the proper cooling turbine); and second, to calculate
the power converter losses (including switching losses and
conduction losses in the IGBTs and diodes, which are cal-
culated as it is described in [38]). In particular, three IGBTs
branches composed by three SEMIKRON SKM400GB17E
IGBT power modules [39] have been considered. The power
electronics losses (including the cooling turbine consump-
tion) have been evaluated and shown in Fig. 11 a).

ηPconverter EDLCs =
I · U

I · U + Pconverter EDLCs
(17)

where

ηPConverter EDLCs : Converter efficiency compared
to the EDLCs

power PConverter EDLCs : EDLCs power converter losses

Fig. 11 a) shows the power converter losses as a function
of the voltage and current through the EDLCs. Similarly,
Fig. 11 b) shows the power converter efficiency as a function
of this voltage and current, calculated using equation (17).
Power converter losses are in the same order than electric
losses due to internal resistance (ESR).
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FIGURE 11. (a) Interface power converter losses as a function of the
voltage and current operation; (b) Converter efficiency compared to the
EDLCs power. Losses very dependent on the current, not on the SoC.

IV. LOSS MODEL OF A FLYWHEEL-BASED ESS
KESS system studied in this paper comprises a high strength
steel alloy flywheel, a Switched Reluctance Motor/Generator
(SRM), a hybrid angular contact ball bearings, a permanent
magnet rim (magnetic levitation), a chamber case to cover
the flywheel and a vacuum pump to maintain the operation
pressure.

The main losses to be considered in this type of storage
device are: friction losses on bearings, windage losses around
the spinning elements (rotor and flywheel) [40], copper losses
on coils, iron losses on SRM (stator and rotor) [41], [42],
vacuum leakage losses, cogging losses due to the magnetic
levitation and the losses on power electronics. They are accu-
rately described next.

A. BEARING LOSSES
The process to calculate the bearing losses is based on the
method used by the manufacturer SKF in their bearings [43].
The input data are: type of bearing (defined by the appli-
cation, load rating and operation speed of the device) and
the equivalent dynamic bearing load. The friction torque
expression is given by:

Tbearing(ω) =
1
2
µPeq(ω) (18)

where

Tbearing : friction torque as a function of angular speed
µ : friction coefficient, obtained from SKF data

and depending on the type of bearing, its lubri-
cation and the material type of the rolling ele-
ments inside

Peq(ω) : equivalent dynamic bearing load as function
of the speed

ω : angular speed of the flywheel

The equivalent dynamic bearing load is obtained from the
radial and axial forces exerted on the bearings. The axial
load is a percentage of the residual weight of the flywheel
(usually 20% of its weight), since it has been designed with a
rim of magnets that supports most of the flywheel’s weight.
Therefore, the axial force exerted on the bearings is:

Faxial = 0.20 ·Mg ∼= 1000 N (19)

where

Faxial : axial force exerted on the bearings
M : flywheel and rotor weights
g : standard gravity

Regarding the radial force, the process is based on the
dynamic balance calculation of the system. Centrifugal force
due to the imbalance of the flywheel is equaled to the force
that supports the bearing.

Fr = N · Kbearing · x3/2 (20)

Kbearing = 6 · 10−6 3

√
F2
r

100Z2db(sinα)5
(21)

where

Kbearing : nonlinear stiffness of bearings
N : number of bearings
x : dynamic unbalance of the system due to the

speed
db : roller ball diameter
Fr : radial force exerted on bearings
Z : number of roller balls
α : angular contact angle of roller balls

The radial force on the bearings (20) and their stiffness (21)
are extracted from [16]. Following, the imbalance of the
flywheel (23) is calculated for the speed operation range
and after that, using (20) the radial force on the bearings as
well.

Fcent = M · ω2
· (x + u) (22)

x =
u

2·Kbearing
M ·ω2 x1/2 − 1

(23)

where

Fcent : centrifugal force
u : static unbalance of the system due to manufacture

process
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Once the radial forces for the speed range of the device are
determined, the calculation factors X and Y are worked out
according to the SFK [43]. After that, the equivalent dynamic
load values are defined according to:

Peq(ω) = X (ω) · Fr (ω)+ Y (ω) · Faxial (24)

where
X (ω) and Y (ω): SKF calculation factors
Finally, the bearing friction torque is determined and then

the loss map (25), shown in Fig. 12.

Pbearing = Tbearing · ω (25)

where
Pbearing : bearing friction losses

Figure 12 presents the variation of bearing losses with the
torque and the speed. The main variation is due to the speed,
which corresponds to the SoC in flywheels. These losses are
one order of magnitude lower than iron losses and power
converter losses.

FIGURE 12. Bearing losses evolution as a function of speed and torque
operation. Dependent on speed but not on the torque.

B. WINDAGE LOSSES
The first step in the aerodynamic losses calculation process is
to determine the evolution of air density inside the system as a
function of operating temperature and pressure. A correction
of the ideal gases law is used, in which terms of relative
humidity are included (correlation of Jones, 1978 [44]).

The next step consists in dividing the system geometry into
several subsystems listed in Table 3 and shown in Fig. 13,
reducing an aerodynamic problem with high complexity
(a turbulent 3D model would have to be implemented) and
long calculation time into several 2D and axial-symmetric
(AS) models with small control volumes [45], [46], analyzed
with a CFD tool (ANSYS-Fluent [33]) that allows to cal-
culate the losses of the whole system using the principle of
superposition [47].

Once the windage losses evolution respect to the operating
pressure and speed is determined, the losses map and partial
efficiency could be calculated. The results of losses, extracted
from (26), are shown in Fig. 14. Aerodynamic losses at

TABLE 3. List of implemented CFD simulations, main parameters and
type of turbulence models used.

FIGURE 13. CFD simulation scheme: (a) Flywheel and SRM fluid dynamic
problems listed in Table 3; (b) SRM control volume considered for
simulation 5 and 6.

the working pressure of 1.25mbar (125 Pa) are considered
negligible for the whole range of operation.

Pwindage = Twindage · ω (26)

where

Twindage : Friction torque due to the aerodynamical
losses

Pwindage : Windage losses

C. VACUUM PUMP LOSSES
When calculating pump losses, the pressure operation range
needs to be established. In this case, it is defined from 1 mbar
(100 Pa) to 25 mbar (2500 Pa). After that, a vacuum pump
which satisfies the technical characteristics (pump model:
Rotary vane pump RZ 2.5 [51]) is selected and simulated
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FIGURE 14. Windage losses evolution as a function of the speed and
pressure. Only relevant when pressure is not reduced.

according to the air volume around the flywheel. The results
determine the operation time of the pump to maintain the
working pressure in the system. Finally, the power consump-
tion is calculated and shown in Fig. 15.

FIGURE 15. Vacuum pump losses evolution as a function of the speed
and pressure. Only dependence of pressure level.

The operation pressure is chosen so that the sum of
all the corresponding power losses (windage and vacuum
pump losses) is minimized. The operating pressure is fixed
in 5 mbar (500 Pa) where the vacuum pump power losses
is 320W.

D. COPPER LOSSES
Although this methodology could be extended to any type
of electric machine, in this paper a Switched Reluctance
Machine (SRM) is analyzed. This type of machine is espe-
cially suitable for flywheel applications due to its robustness,
low free-wheeling losses and absence of windings onmagnets
in the rotor, appropriate for high speeds.

An accurate study of the electric machine requires to con-
sider power electronics together, as well as, in the particular
case of SRMs, the phase activation and deactivation angles
of each phase in order to maximize the efficiency and the
mechanical torque [21], [52], [53].

A complete model has been developed and implemented
in Matlab-Simulink environment [25] comprising: SRM, fly-
wheel mass and power converter [41]. This model provides
a current profile of each phase, depending on the power
supplied and the speed of the device, in order to quantify the
skin and proximity effects as well as the Joule effect losses on
coils. Once the current profile is obtained, a postprocessing
has been programmed, using a FFT function, in order to
calculate the frequency spectrum.

Next step is to calculate the skin and proximity effect coef-
ficients which determine their influence on the DC resistance
value [52], [54]. In this design the coils have been manufac-
tured with Litz wire which has a very low AC resistance and
therefore, less copper losses than a conventional one.

The equations for the aforementioned coefficients are
defined in (27), (28), (29) and (30). These factors are function
of the switching current frequency. Therefore, in order to
calculate the AC resistance value, the superposition principle
is applied.

ϕ (x) = x
sinh (2x)+ sin(2x)
cosh (2x)− cos(2x)

(27)

ψ (x) = 2x
sinh (x)− sin(x)
cosh (x)+ cos(x)

(28)

x =
H · n
1000

[w
b
π f σµ0µr

]1/2 (29)

ki,AC = ϕi +
m2
− 1
3

ψi (30)

where

H : height of the subconductors
x : non-dimensional sin effect factor
n : number of the parallel subconductors

in radial direction
w : width of subconductors
b : width of the coil
f : switching frequency
σ : electrical conductivity of the copper

wire
µ0 : permeability of free space
µr : relative permeability of copper
m : number of conductor layers
ki,AC : AC coefficients of each frequency

term
ϕ (x) and ψ (x) : skin and proximity effect coefficients

Once the coefficients and the frequency spectrum are
determined, the losses evolution per electric revolution
and phase are calculated (31) respect to the speed and
power supplied, as shown in Fig. 16. Unless multiwire
cable is used, the copper losses can reach high levels,
one order of magnitude higher than the already presented
in Figure 16.

Pcopper =

[
∞∑
i=1

ki,AC · I2i

]
RDCncoils (31)
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where

Pcopper : copper losses per electrical revolution
Ii : frequency term of the AC current
RDC : DC resistance of the coils
ncoils : number of coils by phase

FIGURE 16. Copper losses evolution as a function of the speed and
torque operation. Torque (current) dependence.

E. IRON LOSSES
There are different methods to calculate the iron losses in a
SRM [55]. Those based on analytical equations with or with-
out electromagnetic simulations in FEM programs [56]–[59]
and empirical methods, which employ measurements on the
real machine [60], [61]. In this paper, analytical methods
based on electromagnetic simulations are described and used.
The aforementioned methods are basically: those based on
the Bertotti equation and the most advanced ones, based
on a 3D magnetic characterization of the rotor and stator
material, also called Loss Surface models [58], [59]. This
characterization is based on an evolution of the magnetic field
density as a function of the magnetic field intensity and the
derivative of magnetic field respect to time. The difference
between them is mainly based on the switching frequency
consideration. In Bertotti method, the switching frequency is
constant, while the others use the derivative of the magnetic
flux.

In this paper, a material (NO20-13 [62], [63]) which has
a complete magnetic characterization [64], [65], has been
used in order to employ an advanced calculation method
based on Loss Surface models. The model has into account
the switching frequency of the system which in SRM is not
constant in the operation range.

Once the electromagnetic model is made and the current
profile on each phase is calculated, the losses in the rotor
and the stator of the machine are evaluated [66]. Knowing
the value of the magnetic flux in each point, these losses are
assessed.

The iron losses obtained are the most relevant compo-
nent of the losses. They are a function of torque and speed
of the device, but more dependent on torque (related to

the current) than on speed (related to the frequency), as it is
shown in Fig. 17.

FIGURE 17. Iron losses evolution as a function of the speed and torque
operation. More dependent on torque (current) than on speed
(frequency).

F. PERMANENT MAGNET RIM LOSSES
The system incorporates a permanent magnet rim (magnetic
levitation) which reduces the axial load on the bearings,
leading to a reduction in bearing losses. The cogging losses
are considered negligible with respect to the other losses since
the magnetic flux density at the magnets airgap is in the range
of 0.2T and no high frequencies are high presented.

G. MACHINE-SIDE POWER CONVERTER LOSSES
The topology on the machine-side converter is shown
in Fig. 18. Three half-bridge IGBT are considered, one con-
nected to each SRM electric phase [67]. Although other
alternative topologies exists (such as Miller topology [53]),
these topologies are focused on reduce the number of semi-
conductors at the expense of losing control flexibility and
phase independence. It is preferred to keep full controllability
by means of the half-bridge topology.

FIGURE 18. Flywheel-based energy storage system with a 3 H-bridge
machine-side power converter.

The corresponding Matlab-Simulink model of the SRM
and its (machine-side) power electronic converter has been
implemented with the same objectives as the Matlab-
Simulink model mentioned in sub-section III-E (to design
the power converter and to calculate the power con-
verter losses according to [38]). In particular, SEMIKRON
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SKiiP 1203 GB172-2DFL IGBT power modules [68] have
been considered.

The power electronics losses (including the cooling turbine
consumption) have been evaluated as it is shown in Fig. 19 a),
as a function of the speed (related to the commutation losses)
and torque (related to the conduction losses) in the flywheel,
being higher the dependence on torque than on speed. Sim-
ilarly, Fig. 19 b) shows the power converter efficiency as a
function of this speed and torque. This efficiency is calculated
using the expression (32). From the figure it is obtained that
power converter losses are at the same level than iron losses.

ηPconverter KESS =
T · ω

T · ω + PConverterKESS
(32)

where

ηPConverter KESS : converter efficiency compared to the
KESS mechanical power

PConverter KESS : KESS power converter losses
T : Mean torque of the flywheel

FIGURE 19. (a) Interface power converter losses as a function of the
speed and torque operation; (b) Converter efficiency compared to the
KESS mechanical power.

V. COMPARISON OF EDLC AND KESS LOSSES AND
EFFICIENCY MAP
Once the losses of both devices have been determined,
the total losses are calculated applying the superposition

FIGURE 20. (a) EDLCs losses as a function of voltage and current;
(b) KESS losses as a function of speed and torque.

principle, as shown in (33) and (34).

PEDLCs =
∑

Pi = PESR + Pbalancing + Pcooling
+Pbus bars + Pconverter EDLCs (33)

PKESS =
∑

Pi = PConverter KESS + Piron + Pcopper
+Pvacuum pump + Pwindage + Pbearing (34)

where

PEDLCs : EDLCs total losses as a function of the
voltage and current operation

Pcooling : cooling losses in EDLC system
PKESS : KESS total losses as a function of the

speed and torque operation
Piron : iron losses in KESS system
Pvacuum pump : vacuum pump consumption

As the previous sections display, there are several consider-
ations related to the technologies that must to be taken into
account in the efficiency calculation:
• The main losses in KESS system are the iron and con-
verter losses.

• Themain losses in EDLCs system are ESR and converter
losses.
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Fig. 20 a) illustrates the EDLCs losses as a function of voltage
and current. Similarly, Fig. 20 b) displays KESS losses as a
function of speed and torque.

As in the previous section, the efficiency of each system
is calculated with the same equation. In the EDLCs system,
equation (35) is used. In KESS case, the equation (36) has
been utilized.

ηEDLCs =
I · U

I · U + PEDLCs
(35)

ηKESS =
T · ω

T · ω + PKESS
(36)

where

ηEDLCs : efficiency of the EDLCs system as a function of
the current and voltage operation

ηKESS : efficiency of the KESS system as a function of
the speed and torque operation

FIGURE 21. (a) EDLCs efficiency map related to the EDLCs output power;
(b) KESS efficiency map related to the KESS mechanical power.

As the Fig. 21 a) and b) display, there are some consider-
ations related to both technologies that should be considered
in the process of selecting an ESS:
• Generally speaking, power losses increase with power
level both in EDLCs and KESS.

FIGURE 22. Matlab Simulink model of the cycle and ESSs.

• For high SoC, EDLC have the highest efficiency around
50% of power (current) while KESS have the highest
efficiency at rated power (torque). Therefore, EDLCs
have better performance at partial load than KESS. The
efficiency of KESS at partial load could be improved
with the introduction of a ‘Stepped Switching’ control
strategy, as defined in Section VI.B.

• The EDLCs efficiency depends less on the power level
(torque/current) than the KESS efficiency. For example,
at 100% SoC (6500 rpm in KESS and 630V in EDLC),
a power reduction from 100% to 50% makes the effi-
ciency drop 4% in KESS, while EDLCs benefit from 1%
increase.

VI. ENERGY EFFICIENCY COMPARISON IN REAL
OPERATING CYCLES
There are several real applications where this type of
energy storage technologies are suitable, such as: grid sta-
bility, dynamic voltage control, fault management, trac-
tion regenerative braking, frequency stability, reduction of
power oscillation in renewable generation [1], [2]. The
application of compensating power oscillation in renewable
power generation has been chosen as study case, in partic-
ular the generation scenario produced by a Wave Energy
Converters (WECs) [69], [70].

A. DESCRIPTION OF A MODEL FOR THE ANALYSIS OF
STUDY CASE
Since an application cycle goes over different operation
points, an average cycle efficiency (as a function of the
instant smart efficiency, defined in section I) needs to be
calculated. A Matlab-Simulink model has been implemented
for this purpose, see Fig. 22. The inputs of this model
are: the efficiency maps of KESS and SCs described in
section 5, the power generation time profile, the parameters
of each device (capacity, inertia, maximum and minimum
voltage, maximum and minimum speed, maximum current,
etc.) and the initial SoC of both systems. The model takes
the evolution of the instant SoC (voltage/speed) into account
to calculate the instant efficiency and the instant stored
energy.
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B. STUDY CASE: WEC FARM OPERATION CYCLE
The power generated from some WECs, such as heave point
absorbers, is very oscillating due to the own characteristics of
the wave energy resource and the WEC itself. ESSs is one of
the alternatives to improve the power supplied into the grid
by compensating power fluctuations. In this study, a typical
power profile of a WEC farm is considered and displayed
in Fig. 23 [71]. It is important to highlight that the peaks of
power generated reach around 10 times the average power
value.

FIGURE 23. Instantaneous generated power profile of a WEC.

A certain average power, calculated by means of a moving
average window and presented in Fig. 24 [72], is injected
into the grid, while an ESS is responsible for compensating
the rest of oscillations. Although some power peaks remain
in the power injected to the grid, the stability of the power
system in now guaranteed. Power and energy values will
define the ESS and will be obtained from the evaluation of the
typical time series of wave power generation profiles. Once
these parameters are defined, the storage power profile can
be determined, as presented in Fig. 25. The negative power
is supplied to the grid and the positive one is stored in the
device [73], [74].

From the stored power profile, presented in Fig. 25, the
next step is to determine power, energy levels and number of
ESS modules. The methodology consists in calculating first
the energy required along the complete cycle. Integrating the
positive and negative cycles independently, from the profile
of Fig. 25, it is obtained 7.35 kWh as the most demanding
value of energy. Selecting a storage module of 125 kW of
power, 0.5 kWh of energy as example, that implies a number
of 15 ESS devices to be considered needed to smooth the
power supplied to the grid, as obtained from (37).

nESS =
Ecycle
EESS

=
7.35 kWh
0.5 kWh

∼ 15 (37)

where

nESS : number of ESS modules
Ecycle : energy of the generation cycle
EESS : usable energy of the ESS module

FIGURE 24. Smoothed power injected into the grid.

FIGURE 25. Stored power at energy storage device. Peaks define the
power of energy storage device. Integrating, energy values are got.

With this number of devices, the maximum power provided
is 1.875 MW. Comparing this value with the power peaks
presented in Fig. 25, it results that the 97 % of the power
peaks required to the ESS could be absorbed by the set
of storage devices. That level is perfectly acceptable, tak-
ing into account that usually it is not covered the 100%
of the power generated because the dimensioning would
lead to a huge energy storage system, not reliable for the
application. Therefore, the number of devices to satisfy
both conditions (energy and power) is 15. Once the ESS
dimensions are determined, using the model described in
sub-section 6.1 the average efficiency of both ESS technolo-
gies is calculated.

The results from this model are the evaluation of the SCs
and KESS instant efficiency respect to the time (named as
cycle efficiency) and the Round Trip Efficiency (RTE) [6],
[9], [10], usually found in ESS datasheets.

Two different operation strategies are considered for
the ESSs:
• ‘All-in, all-out’ strategy: All the energy storage modules
supply the same power, i.e. the power supplied by each
module is the instantaneous total power required by the
application divided by the number of devices.

• ‘Stepped Switching’ strategy: This method establishes
a minimum power, below which the ESS system is
switched off. This minimum is related to the SoC and
the instant efficiency of the device. This type of strategy
improves the total efficiency of the ESS system.

VOLUME 6, 2018 40669



J. Torres et al.: Fast Energy Storage Systems Comparison in Terms of Energy Efficiency for a Specific Application

The results of RTE for both ESS technologies and for both
operation strategies are listed in Table 4.

TABLE 4. RTE efficiency in the operation cycle.

VII. CONCLUSIONS
In this paper, the authors have presented a methodology to
accurately compare fast energy storage technologies in terms
of energy efficiency. Specifically, supercapacitors and kinetic
energy storage (flywheels) have been compared by means of
power losses models. These models have allowed obtaining
smart global efficiency maps for each technology, which in
turn can be used to assess the energy efficiency of each
alternative for one or more operating cycles.

As shown in the paper, average efficiency strongly depends
on the cycle and on the (over)sizing of the energy stor-
age system. Therefore, different results have been obtained
for each particular case. Generally speaking, supercapaci-
tors have shown better efficiency than kinetic energy stor-
age, especially when the systems have to work in a wide
range of operating points. This have been especially notice-
able for low power operating points, in which the perfor-
mance of flywheel-based energy storage systems degrades
significantly in terms of efficiency. However, another rel-
evant difference between both technologies must be taken
into account: while supercapacitors lose capacity as the
charge/discharge cycles become faster (higher frequency),
kinetic energy storage systems provide constant capacity over
the whole frequency range. In other words, the higher the
charge/discharge frequency, the more supercapacitors that
are needed to match energy requirements. To perform a
fair comparison between both technologies, the two systems
must have the same useful energy at the expected working
cycle frequency. Otherwise, the kinetic energy storage system
would be oversized and thus its global efficiency would be
penalized.

Finally, the analysis of a study case based on a wave energy
power farm has provided realistic data of roundtrip efficiency
for both technologies, confirming the previously assessed
conclusions. Besides, the use of different operation strate-
gies has provided a very different performance of the ESS,
especially in KESS where the use of a ‘stepping switching’
strategy provides a much better efficiency than a ‘all-in, all-
out’ strategy.
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