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Atómica, Centro Atómico Bariloche, Av. E. Bustillo 9500, San

Carlos de Bariloche, R8400, RN, Argentina .
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Abstract

The age of exascale computing has arrived and the risks associated
with neutron and other atmospheric radiation are becoming more crit-
ical as the computing power increases, hence, the expected Mean Time
Between Failures will be reduced because of this radiation. In this
work a new and detailed calculation of the neutron flux for ener-
gies above 1 GeV50 MeV is presented. This has been done by using
state-of-the-art Monte Carlo astroparticle techniques and including real
atmospheric profiles at each one of the next 23 exascale supercom-
puting facilities location. Atmospheric impact in the flux and seasonal
variations were observed and characterised, and the barometric coeffi-
cient for high-energy neutrons at each site were obtained. With these
coefficients, potential risks of errors associated with the increase in
the flux of energetic neutrons, such as the occurrence of single event
upsets or transients, and the corresponding failure-in-time rates, can
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2 High-Energy Neutron Flux and Soft Error Rates at Exascale Centres

be anticipated just by using the atmospheric pressure before the assig-
nation of resources to critical tasks at each exascale facility. For
more clarity, examples about how the rate of failures is affected by
the cosmic rays are included, so administrators will better anticipate
which more or less restrictive actions could take for overcoming errors.

Keywords: neutron flux, supercomputing, HPC, exascale, atmospheric
radiation

1 Introduction

Exascale computing presents several issues, being fault tolerance one of the
main ones: while the Mean Time Between Failures (MTBF) of the hardware
components (from coolers to memories or random issues) does not grow as fast
as the number of resources, the number of cores on a hardware unit experiences
continuous growth, and so the probability of one or more tasks being affected
by a failure increases [1]. For example, large parallel jobs may fail as frequently
as once every 30 minutes on exascale platforms [2]. Also, the higher number of
tasks composing a job, the higher will be the computational and economics lost
associated with the increasing number in failures. Although these issues pose
enough of a risk, additional factors are now coming into play: clusters with
lower energy consumption that are designed and fed with a lower voltage, or
smaller circuits are more easily upset because they carry smaller charges and
are more prone to hardware failures, or supercomputers (partially) built with
GPUs cards counting on an amazing number of cores, or much more complex
software being executed, etc. All the previous results in a higher failure rate,
and so, lower values of the MTBF. Thus, there is a necessity in developing tools
and frameworks that reduce the impact of tasks and jobs failure on exascale
supercomputers.

Traditionally, general fault-tolerant behaviour has been achieved by redun-
dancy and checkpointing mechanisms. Isolated redundancy is not an ideal
approach for HPC as it leads to performance loss, but it has provided nice
results in HTC environments (Desktop, Grid, Cloud) or combined with addi-
tional methods. Checkpointing techniques have provided good results on a
three-fold basis (system-, user-, and application-level) and have demonstrated a
wide scenario of solutions on coordinated and uncoordinated actions, roll-back
and roll-forward strategies, mono- and multilevel checkpointing, etc.

Even more and beyond the proper interest of resilience, a consequence of
the increase of parallelism both on the hardware and applications sides was
a series of problems related to task scheduling. The idea was to assign tasks
to resources trying to avoid starvation, deadlocks, and performance losses, all
while having the cluster as full as possible. This computing efficiency improve-
ment could be achieved by profiting from a proactive (not reactive to failures)
checkpointing strategy that could be designed as part of the resource manager
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scheduler. For example and among other results, the user-level checkpoint-
ing library DMTCP was seamlessly integrated into Slurm [3]. By designing
several dynamic scheduling algorithms and profiting from a new command
(smigrate), a more resilient system was provided in which also proactive
checkpointing actions could be performed for enhancing the computing and
energy efficiency by dynamically migrating tasks previously saved with such a
checkpoint with low overhead.

This fact has opened the door to new possibilities such as non-invasive
maintenance operations, job preemption, more advanced priority policies,
lower energy consumption, etc. Then, further advances must be envisioned once
traditional checkpointing and rollback recovery strategies have been accom-
plished. In this regard, Silent Data Corruption (SDC) errors, or simply, silent
errors (SE) have become a cornerstone in the path to exascale computing.
Soft errors can be mainly classified into two categories: bit-flipping error
(e.g., 1 becomes 0) in RAM; and computation error (e.g. 1 + 1 = 3) in float-
ing point units. Traditionally, bit-flipping errors have been handled by the
Error Correcting Code (ECC) technique, and computation error is dealt with
redundancy methods (ECC cannot handle computation error). Unlike afore-
mentioned fail-stop failures, such latent errors cannot be detected immediately,
and a mechanism to detect and overcome them must be provided as they are
becoming a major drawback as the supercomputer complexity grows. In other
words, failures become a normal part of application executions and, among
them, SEs are nowadays those with scarce valid solutions properly tested on
real environments.

It has been shown that SE are not unusual and must also be accounted
for [4]. The cause may be soft efforts in L1 cache, arithmetic errors in the
Arithmetic Logic Unit (ALU), (double) bit flips due to cosmic radiation, etc.
The problem is that the detection of a latent error is not immediate, because
the error is identified only when the corrupted data is activated. One must
then account for the detection interval required to detect the error in the error
recovery protocol. Indeed, if the last checkpoint saved an already corrupted
state, it may not be possible to recover from the error. Hence, the necessity to
keep several checkpoints so a valid one could roll back to the last correct state.
When dealing with SE, however, faults can propagate to other processes and
checkpoints, because processes continue to participate and follow the protocol
during the interval that separates the occurrence of the error from its detection.

Summarizing, there is a clear necessity for overcoming SE as they are
becoming inevitable with the ever-increasing system scale and execution time,
and new technologies that feature increased transistor density and lower volt-
age. Nevertheless, the question of the source for these SE arises. The answer
can be found in the atmospheric cosmic-induced radiation, in which neutrons
play a key role. As neutrons are produced during the interaction of cosmic
rays with the atmosphere, and since this last experience seasonal changes, the
latitude, longitude, and altitude where a data centre hosts an exascale super-
computer as well as the atmospheric seasonal conditions determine the number
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of the neutrons reaching the infrastructure and, consequently, the predicted
MTBF. So, in this work, using the current techniques for calculating the flux
of the expected radiation at the ground originated by the cosmic ray flux, the
flux of neutrons with energy En ≥ 50MeV averaged per season in 23 data cen-
tres are presented. Among these places, the ones already hosting or expecting
to promptly host an exascale supercomputer in China, Europe, Japan, and
the United States are included. The geographic distribution of the 23 exascale
supercomputing centres is shown in Figure 1 and Table 1.

Fig. 1 Geographic locations of the 23 exascale supercomputing centres that are being built
around the World

[paragraph adapted] Roughly speaking, a flux of about ∼ 13 neutrons cm−2 h−1) reaches the

ground at sea level. High-energy neutrons, i.e., neutrons with an energy higher
than 10MeV, with a total flux of about 13 neutrons cm−2 h−1 in New York at
sea level [5, 6] are expected to cause SE [5], but the flux of neutrons varies with
the geographical location [7], altitude [8], atmospheric [9] and geomagnetic and
heliospheric conditions [10]. As it will be shown later in this work (see the 8th

column of the table 1 in section 4.1), depending on the location the averaged
flux of neutrons for En > 50MeV could vary between (3.7 ± 0.2) cm−2 h−1

in Guangzhou, China, at sea level and (26.4 ± 1.1) cm−2 h−1 in Los Alamos,
USA, at 2, 125m above sea level (asl).

The whole integration of the main source of SE (cosmic radiation) jointly
with their prediction process according to the geographical place where such
radiation occurs (computing infrastructure location) in a specific season of the
year is expected to be useful to the administrators of these supercomputers,
given a quantitative measure of the changes in the expected flux of neutrons
due to changes in the barometric pressure at the ground level. With all this
information, system administrators will be capable of designing and applying
different mathematical and software solutions to cope with these SE that will
produce more or less overhead. This work is expected to be a decision-making
tool for the exascale supercomputers’ administrators as they will be able to
determine in advance which mitigation methodologies need to be applied for
overcoming SE depending on the forecasted neutron flux in a specific period
of the year. and both the available data of produced errors in some supercomputers already
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determined and the quantification and qualification of radiation effects on applications’ output

correlating the number of corrupted elements with their spatial locality.

The main result from this exercise will be a higher resilience, better
computational efficiency and less energy misuse in exascale supercomputers.

2 Related work

Fault tolerance can be defined as the capability of a certain system to over-
come hardware, software or communication problems and continue with the
execution of applications. This field embraces different sections: the detection
of failures, their avoidance if possible, and the recovery from them if not.

In order toTo achieve computational resilience, there are several methodolo-
gies for overcoming errors produced in runtime. Technical progress in resilience
has been achieved in the last decade, but the problem is not actually solved
and the community is still facing the challenge of ensuring that exascale
applications complete and generate correct results while running on unstable
systems [11]. In this regard, it should be pinpointed that current systems do
not have a fully integrated approach to fault tolerance: the different subsys-
tems (hardware, parallel environment software, parallel file system) have their
own mechanisms for error detection, notification, recovery, and logging.

The current status can be mostly described in a few articles. In [12], dif-
ferent approaches towards failure detection and prediction are presented. A
state-of-the-art description of the approaches to overcome these failures is
included in [11], where also a more detailed explanation of checkpoint solu-
tions is presented. An updated status can be found in the compilation of fault
detection, fault prediction, and recovery techniques in HPC systems, from elec-
tronics to system level, which also analyzes their strengths and limitations and
identifies promising paths to meet the reliability levels of exascale systems [13].
These references clearly show that the problem being faced is of real interest
in the next generations of supercomputers.

After a failure has been detected (even pre-emptively), checkpoints are a
widely used tool devoted to saving the status of the running tasks. A recent
survey of checkpointing protocols can be found in the book edited by Hérault
and Robert [14]. Strategies also range from coordinated checkpointing (includ-
ing full and incremental ones) to uncoordinated checkpoint and recovery with
message logging, each with different strengths and drawbacks [15]. Checkpoint
pursues to reduce the overhead produced by replication methodologies even
when the latter is producing valid results still [16].

The coordinated checkpoint technique guarantees consistent global states
by enforcing each of the processes to synchronize their checkpoints as it is
the most common practical choice due to the simplicity of recovery [17]. The
obvious issue is to find a balance between the robustness of iterated check-
points and the induced overhead. Uncoordinated checkpointing allows different
processes to do checkpoints when it is most convenient but is subject to the
domino effect, and does not guarantee progress. Although this issue can be
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avoided with message logging [18], uncoordinated checkpointing does not rep-
resent a valid alternative in the majority of current production environments
and applications.

Recent advances include multi-level approaches, or the use of SSD or
NVRAM as secondary storage [11] as well as the replication for redundant
MPI processes [19] and threads [20]. Also, on MPI, it is remarkable the ini-
tial FT-MPI introduced to enable MPI based software to recover from process
failure [21] and, also, the enlarged capacities via the Checkpoint-on-Failure pro-
tocol for forwarding recovery MPI without resulting in a major overhead [22].
Recently, the User Level Failure Mitigation (ULFM) interface provides new
opportunities in this field, enabling the implementation of resilient MPI appli-
cations, system runtimes, and programming language constructs able to detect
and react to failures without aborting their execution [23]. Another develop-
ment is MANA (MPI-Agnostic Network-Agnostic transparent checkpointing)
for MPI [24], which proposes a new solution especially deserved for exas-
cale [25]. The three major approaches to implementing checkpoint systems
are application-, user- and system-level (or kernel-level) implementations [26],
being the last one always transparent to the user. The most popular approach
is the application-level checkpoint [11], where the programmer defines which is
the state to be stored in the application by directly injecting the checkpointing
routines directly into the code, or by using some automated pre-processors.
This approach keeps being of interest as new solutions are proposed, such
as the application-based focused recovery (ABFR) [27]. This alternative has
however been mostly abandoned in the place of the other two, and up to the
authors’ knowledge there are currently no significant projects in the area.

With the user-level approach, a library is used to do the checkpointing
and the application programs are linked to the library. User-level does not
require system privileges to operate either special kernel modules or kernel
patches. One of the active projects for transparent user-level checkpoints are
DMTCP [28] or BLCR [29], which include support for distributed and multi-
threaded applications and do not require modifying either the application
executable or the kernel.

Concerning the state-of-the-art of research on SE, (parallel) jobs can be
interrupted at any time for checkpointing, for a nominal cost C. To deal with
fail-stop failures, the execution of divisible-load applications is partitioned into
same-size chunks followed by a checkpoint, and there exist well-known formulae
by Young & Daly [30] to determine the optimal checkpointing period. To deal
with SE, the simplest protocol had been to perform a verification (at a cost
V ) just before taking each checkpoint. If the verification succeeds, then one
can safely store the checkpoint and mark it as valid. If the verification fails,
then an error has struck since the last checkpoint, which is correct having been
verified, and one can safely recover (which takes a time R) from that checkpoint
to resume the execution of the application. This protocol with verifications
zeroes out the risk of fatal errors that would force restarting the execution from
scratch, but the key point is to find a pattern that minimizes the expected
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execution time of the application. Finding the best trade-off between error-free
overhead (what is paid due to the resilience method, when there is no failure
during execution) and execution time (when errors strike) is not trivial [31].

Later on, it has been published a work for determining the real computa-
tional cost in the technique of combining replication and checkpointing [32] for
assessing either duplication or triplication, which can be acceptable solutions
for specific scenarios (aeronautics, for example, though it also requires manu-
facturing specific hardware as IBM S/390 in Boeing 777 [33]). Though it does
not specifically try to cope with SE, this work is of interest as it provides closed-
form formulas that give the optimal checkpointing period and optimal process
count as a function of the error rate, checkpoint cost, and platform size. Sim-
ilar work on predicting an optimal checkpointing period and its relationship
with the cluster size has been recently published [34].

In addition to software techniques, SE can be coped with mathemati-
cal approaches. The traditional wisdom in computing no longer applies as
unorthodox, new algorithmic techniques are emerging linked to the exascale
requirements. Aspects related to communicating avoiding algorithms, mixed
single-double precision computations or the inclusion of new kinds of ran-
domised algorithms embedded in deterministic portions of the codes are of
major concern in the context of faster and more reliable solvers [35].

These new methods are insensitive to the quality of the randomness and
produce highly accurate results, besides their simplicity and speed [36, 37].
Hence, there is currently a large interest in conducting further research on
them [38, 39]. Specific recent works applied to GMRES [40] or parallel stencil
computations [41] also demonstrate the interest in this topic.

Last but not least, there are some works on radiating computing hardware.
More than twenty years ago, it has been demonstrated that neutrons origi-
nated in cosmic radiation are the dominant source of soft errors in DRAM
devices [42], and cosmic-ray induced soft error rates were measured on 16-Mb
DRAMmemory chips [43]. Later on, in 2002 and 2003, to prove to the manufac-
turers that the errors appearing in ASC-Q at Los Alamos National Laboratory
were due to cosmic rays, the staff placed one of the servers in a beam of neu-
trons causing errors to spike [44]. The Jaguar supercomputer logged single-bit
ECC errors at a rate of 350min−1 in 2006 as well as double-bit errors once per
day, being the latter detected, but not corrected by ECC technique as previ-
ously stated. Also, BlueGene/L at Lawrence Livermore Nat Lab suffered with
radioactive lead in the solder to cause bad data in the L1 cache, a problem
that ended in slower computations as L1 had to be bypassed.

[new paragraphs about neutron energy error production mechanism and the effective error

cross-sections and including some previous references.] The main effects of radiation on
semiconductors are the total ionizing dose (TID), the occurrence of Single
Event Effects (SEE), and Displacement Damage (DD). For high-energy neu-
trons, both the elastic and inelastic interactions are possible, and scattering
producing a displacement of atoms from their position in the lattice site results
in defects altering the electronic properties of the crystal and being one of



323
324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368

Springer Nature 2021 LATEX template

8 High-Energy Neutron Flux and Soft Error Rates at Exascale Centres

the main mechanisms of device degradation [45]. The neutron interacts with
atoms creating DD and generating secondary charged ionizing particles: a
neutron of energy En = 100MeV can produce a cascade of secondary parti-
cles including secondary neutrons, protons, ions, photons and δ electrons with
energy above 100 eV, extending temporal effects and permanent damage far
away from the first interaction site [46]. Detailed simulations show that, while
the elastic neutron-28Si interaction cross-section decreases from ∼ 1, 000mb
for En ≃ 8MeV down to ≃ 450mb at En ≃ 100MeV and remains constant
up to En ≳ 1000MeV, the corresponding inelastic cross-section curve starts
at ∼ 800mb for En ≃ 10MeV, peaking at ≳ 1, 000mb at ≃ 80MeV and
then it stabilizes at ≃ 200mb for En ≳ 1GeV (see Fig. 3 of [46]), where
100mb = 0.1 barn = 10−25 cm2 means that about 4.2% of the incident neu-
trons interacts with the 28Si. Some typical reactions observed involve different
mechanisms with energy thresholds between 2.75 and 12.99MeV, and pro-
ducing αs, such as 28Si(n, α)25Mg and 28Si(n, 2α)21Ne, or neutrons, such as
28Si(n, nα)24Mg, or neutrons and protons, such as 28Si(n, np)27Al [47]. Similar
reactions occur with neutrons and oxygen, increasing the probability of hav-
ing errors with the incident energy as SiO2 is typically in the proximity to
active junction areas [48]. Alia et al. [49] exposed commercial SRAM devices
to different flux of protons (30-200MeV) and neutrons (5-300MeV) and mea-
sured the effective σerr for both types of SEE: soft errors, also known as single
event upsets (SEU) in the literature, and hard (or catastrophic) errors just as
the single event latch-up (SEL). By using fitting their experimental data to
Weibull functions they compared the σSEU for neutrons at different energies
with the same magnitude for energetic proton, and observed that the behaviour
of σn,SEU depends both on the neutron energy and on the internal geometry
of the device, and that σn,SEU tends to σp,SEU of protons at Ep = 250MeV
for En ≳ 25MeV (see Figure 3 of [49]).

As the incident neutron energy gets higher, the number of new reactions
in the pathway increases, extending the damage and the probability of having
errors from a single reaction. As it will be detailed in section 4, it is possible to
characterize the radiation-induced errors in computing devices by defining an
effective cross-section, σerr, a widely used magnitude to directly evaluate the
radiation sensitivity of a particular device [47]. As it is an effective metric, it
considers all the possible sources of neutron-induced computing errors, and it
is experimentally measured by placing different devices in a neutron beam and
calculating the fraction of the observed rate of neutron-induced errors to the
injected neutron flux [50]. The Los Alamos Neutron Science Center (LANSCE)
irradiation facility is one of the neutron sources typically used to measure the
number of fatal soft errors, such as the measurement performed in the ASC-
Q supercomputer, one of the world’s fastest supercomputers in 2005 [44], and
in the Titan supercomputer, which is composed of more than 18, 000 Kepler
GPUs, has a radiation-induced MTBF in the order of dozens of hours [50].

[end of the new paragraphs.]
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Thus, new works on this SE problem produced by radiation have been
more recently published focusing on determining the reliability in GPUs [6]
and Xeon Phis also applying high-level fault injection [51], where the rela-
tive σerr for each device exposed to high-energy neutrons have been obtained.
Further steps forward have been the comparison between high-energy and ther-
mal neutrons effects on the error rates on Commercial Off-The-Shelf (COTS)
devices [52] by exposing AMD APUs (4 Steamroller CPUs + 1 AMD Raedon
R7), Intel XeonPhi processors, Nvidia K20, TitanX and TitanV GPUs and a
Zync-7000 FPGA to two beam of neutrons with energies in the range from
1meV to 1GeV in the ChipIR and Rotax neutron beam-lines at the ISIS Neu-
tron and Muons Source [52]. They conclude that while high-energy neutrons
are the most important source of SE, for some applications in some computing
devices thermal-neutrons can account up to 59% of the total MTBF. In a lat-
ter work, an experimental evaluation of the probabilityeffective cross-section σerr
for a high-energy vs thermal neutron to generate an error in the same comput-
ing devices is provided as well as an estimation of the thermal neutrons flux
modification due to materials heavily present in a supercomputer room [53].

These works also quantify and qualify radiation effects on applications’ out-
put correlating the number of corrupted elements with their spatial locality and
provide the mean relative error (dataset-wise) to evaluate radiation-induced
error magnitude. Might it not be forgotten, as transistors get smaller, the
amount of energy it takes to spontaneously flip a bit get smaller too, i.e., as
exascale arrives, the number of bit-flip errors caused by radiation increases.
Also, previous references about radiating computing hardware are associated
to either neutron flux originated in a Lab for quantitatively estimating SE
rates or demonstrating how cosmic rays actually affect computations, but what
about determining the natural flux that is received in any place in the world?
Hence, the evaluation of the contribution of non-thermal neutrons to the error
rate of computing devices can be now calculated for the 23 exascale data cen-
tres around the World from the work carried out in the previous references
and the results provided in this work.

3 The physical modelAtmospheric production of
energetic neutrons

Cosmic rays are high-energy particles and atomic nuclei with energies from a
few GeVs up to ≳ 1020 eV [54]. After the pioneering works of Rossi and Auger
in the 1930’s [55], it is well established that cosmic rays interact with the
atmosphere producing cascades of particles via radiative and decay processes,
collectively known as Extensive Air Showers (EAS) [56]. Depending on the
energy Ep of the primary cosmic ray, an EAS could have up to ∼ 1010 particles
at the moment of its maximum development. The detailed analysis of these
phenomena is highly complex, as lot of different processes could be involved
as more and more particles are produced. Essentially, the shower starts in the
atmosphere at the first interaction point occurring at an atmospheric depth
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X0 that depends on primary composition and energy, where it interacts with
an atomic nucleus present in the air constituents (see for example [57]). Due
to the enormous difference in the energy when compared with the incoming
cosmic ray, the target nuclei can be considered at rest. Since the transference
at these energies of transverse momentum is small, all the increasing number
of secondaries are moving towards the ground in the approximate direction
of the primary. However, they can be dispersed, and the small transfer of
traverse moment during radiative or decay processes produces a slow drift
moving the particles away from the shower axis, and finally remain contained in
a curved, thin disk known as the shower front, that moves down to the ground
in the direction pointed by the initial momentum of the primary particle. The
distribution of secondary particles in the shower front is axially symmetric and
the particle density decrease as a power law with the distance r to the shower
axis, being well described by the Nishimura-Kamata-Greisen (NKG) lateral
distribution function (LDF) [58].

Electromagnetic (EM) showers are initiated by photons or electrons, and
most of the processes are mediated by QED interactions. These cascades are
mainly ruled by two interaction channels: (i) e± Bremsstrahlung, and (ii) pair
production of e±. It is important to notice that both processes are coupled
at high energies, as photons produce e± pairs by (ii), which in turn produce
high-energy γs by (i). These processes continue producing EM particles that
could initiate new EM sub-cascades and more energy is transferred to the
EM channel, which in turn produce new EM secondaries with lower energy.
At some point in the cascade evolution during the propagation through the
atmosphere, the rate of occurrence of radiative processes begins to decrease
as the mean energy as a function of the atmospheric depth X, i.e., ⟨E(X)⟩ =
Ep/N(X), where N is the total number of secondaries in the cascade, drops
below the critical energy Ec and the ionization losses start to dominate over the
radiative losses. At this point, the cascade reaches its maximum development,
with a total number of particles Nmax ∝ Ep and occurring at an atmospheric
depth Xmax ∝ log(Ep). The cascade continues collectively moving down to the
ground through the atmosphere, and once Xmax is surpassed, the total number
of particles N(X) starts to monotonically decrease due to: (i) the radiative
processes are strongly suppressed for ⟨E(X)⟩ < Ec; and (ii) the atmospheric
absorption raises as the air density increases at lower altitudes.

Instead, a hadron-initiated EAS typically produces new hadrons through
fragmentation, and mesons through hadronization of the resulting fragments.
Those mesons, typically π± and π0, have different energy losses in the air and,
most importantly, their corresponding lifetime and decay products are very
different, having at the end a major impact on how these cascades develop.
Almost all π0, with a lifetime of τπ0 = 8.4 × 10−17 s [59], decay very close to
their production point into two energetic γs that initiate new EM showers,
transferring more energy into the EM channel. Instead, charged pions can
propagate through the atmosphere down to typical altitudes of 4 − 6 km due
to their longer lifetime τπ± = 2.6 × 10−8 s [59]. At these altitudes, they start
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to decay into charged muons µ± generating the muonic component of the
cascade. As the shower develops, the energy is continuously transferred to the
EM and µ channels due to the decays of neutral and charged mesons. Close
to the ground, 85 − 90% of Ep is at the EM channel, and the number of
particles ratios typically are 102 : 1 : 10−2 for the EM, muon and hadronic
channels respectively [60]. This latter is produced by hadronic interactions and
so, it remains close to the shower axis as most of the hadrons move in a
close direction to the original one, due to the reduced transference of traverse
momentum produced by the leading particle effect of hadronic interactions,
see e.g. [60–62]. Therefore, the hadronic component is located in a small region
located close to the shower axis and is mainly composed of energetic neutrons
and protons, with some light nuclei and charged pions, and small traces of other
hadrons. Neutrons are mainly produced by spallation processes of protons on
14N and other nuclei in the atmosphere [63, 64]. As they are the only quasi-
stable neutral hadrons present in the cascadec0 and no ionization or radiative
processes affects their propagation in the atmosphere, their evolution is only
determined by elastic and quasi-elastic scattering and hadronic interactions.
As explained in section 2, the energy distribution of atmospheric neutrons at
different places exhibit some similarities and the main variations are related
to the location and altitude of the observation site [5, 10, 64, 65]. Energy
losses in the atmosphere produce two typical structures in the neutron energy
spectrum: first, a single peak in the number of muons is observed at En ≃
100MeV, the so-called quasi-elastic peak; and a complex structure observed in
the 0.1 ≲ En10MeV caused by many resonances cross-sections depending on
the target nuclei. At lower energies, the spectrum follows a typical E−1

n power
law distribution with the neutron energy. The exact energy at which these
spectral features appear depends on several factors, such as the altitude above
sea level, geomagnetic field conditions and Solar activity, and the water vapour
content in the air [66]. Due to their energy and the way they propagate through
the atmosphere, these neutrons arrive at the ground with a considerable and
measurable time delay with respect the primary cascade [67].

To properly simulate the cascade evolution and take into account all
the involved physical processes and the propagation and tracking of up to
∼ 1010 secondary particles is a heavily demanding computing task. To do so,
several tools have been developed, but the most extended and validated one
is CORSIKA [68], a program for the detailed simulation of extensive air show-
ers initiated by high-energy cosmic ray particles written in FORTRAN and
continuously upgraded [69]. However, while it incorporates the possibility to
select a specific atmospheric model, the values of the components of the local
geomagnetic field and the altitude of the observation level, CORSIKA lacks
the possibility to change those values in a dynamic way, or, most importantly,
it is not possible to calculate in a direct way the secondary particles at the

c0It is possible to consider neutron as quasi-stable particles since their lifetime is several orders
of magnitude larger than the characteristic time of the cascade evolution.



507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539
540
541
542
543
544
545
546
547
548
549
550
551
552

Springer Nature 2021 LATEX template

12 High-Energy Neutron Flux and Soft Error Rates at Exascale Centres

ground produced by the integrated flux of the primary cosmic rays. These fac-
tors are significant for the calculation of the expected background radiation
at any particular site around the World and under specific and time evolving
atmospheric and geomagnetic conditions.

When calculating the expected flux of secondary particles, the composition
of the primary flux, the local atmospheric profile and its variations along the
year, or the secular changes and the fast disturbances introduced by the Solar
activity in the Earth’s magnetic field have to be taken into account as they
affect the number of primaries impinging the Earth’s atmosphere, the evolution
of the EAS in the air and the consequent flux of secondary particles at the
ground.

To accomplish these tasks in a semi-autonomous way, the Latin American
Giant Observatory (LAGO) [70] developed ARTI [71], a toolkit designed to
effortlessly calculate and analyze the total background flux of secondaries and
the corresponding detector signals produced by the atmospheric response to
the primary flux of galactic cosmic rays (GCR). ARTI is publicly available at
the LAGO GitHub repository [72].

LAGO operates a network of water Cherenkov detectors (WCD) at differ-
ent sites in Latin America, spanning over different altitudes and geomagnetic
rigidity cutoffs [73]. The geographic distribution of the LAGO sites, combined
with the new electronics for control, atmospheric sensing, and data acquisition,
allows the realisation of diverse astrophysics studies at a continental scale [74].
By using ARTI, LAGO is capable to obtain a better characterization of its
distributed detection network and determining the sensitivity to the different
phenomena studied, such as the measurement of space weather phenomena [75]
or the observation of high-energy transients [76].

ARTI is a computational tool that integrates CORSIKA, Magneto-Cosmic
and Geant4 with its own designed control and data analysis codes, allowing
the calculation of the expected integrated flux of atmospheric radiation in any
geographic location under realistic and time-evolving atmospheric and geo-
magnetic conditions [77]. The expected flux at the ground calculated by ARTI
has been contrasted and verified with measurements performed at different
astroparticles observatories, as most of them take advantage of the atmospheric
muon background for the detector calibration [74, 78–81]. ARTI also has been
extensively used for different applications, such as the characterization of new
high altitude sites for the observation of steady gamma sources or astrophys-
ical transients, such as the sudden occurrence of a gamma ray burst [76]; or
to study the impact of space weather phenomena from ground level by using
water Cherenkov detectors [74, 82, 83]; or to calculate the most statistically
significant flux of high-energy muons at underground laboratories [83, 84];
to help in the assessment of active volcanoes risks in Latin America [85–
88]; and even to contribute to the detection of improvised explosive devise
at warfare fields in Colombia [89]. In particular, we have used ARTI to esti-
mate the expected response of water Cherenkov detectors, commonly used for
astroparticles observation, to the atmospheric neutron flux and its relation
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with the observation of space weather phenomena [90], and for the design of
new safeguard neutron detectors for the identification of traffic of fissile mate-
rials [91, 92], which involves in both cases the calculation of the expected flux
of atmospheric neutrons and the corresponding detector responses [90, 92].

Added to the intrinsic complexity of tracking all the relevant interactions of
up to billions of particles with the atmosphere just for a single EAS, the atmo-
spheric radiation at the ground level is originated by the convolution of the
cascade developments of billions of cosmic rays that simultaneously impinge
the Earth’s atmosphere. Therefore, to obtain a statistically significant distri-
bution of secondary particles at the ground, the time integration should be
long enough to avoid statistical fluctuations[71, 74]. For example, a typical cal-
culation of the expected number of secondaries per square metre per day for
a high-latitude site involves the computation of ∼ 109 EAS. For this reason,
ARTI is prepared for running at high-performance computing (HPC) clus-
ters operating with the SLURM workload manager, and in Docker containers
running at virtualized cloud-based environments such as the European Open
Scientific Cloud (EOSC) and capable to store and access the produced data
catalogues at federated cloud storage servers [83, 93].

In this work previous calculations of the expected flux or particles at the
ground level are extended, with special emphasis on the neutron flux, as one
of the possible sources of silent and non-silent errors as described in previ-
ous sections. [modified paragraph for account on the energy jargon usage described in the

point-by-point accompanying letter.] For doing this, we selected the minimum possi-
ble available value of the kinetic energy cuts for hadrons in CORSIKA, i.e.,
Ehmin = 5× 10−2 GeV, and so, for the case of neutrons, they have not tracked
anymore once they reach this energy limit of Enmin = 50MeV, that corresponds
to a total energy of 989.6MeV.

As can be inferred from the development of the showers described above,
the atmosphere has a crucial role in the final distribution of particles at the
ground. Any atmospheric model describes the atmosphere’s main parameters
(such as the atmospheric density profile) at a given time and position. So,
to account for the atmospheric impacts on the cascades developments, ARTI
can use four different types of atmospheric models: i) the broad MODTRAN
atmospheric model [94], that assigns a general profile for different areas of
the World depending on latitude and season (tropical, subtropical summer
and winter, arctic or antarctic summer and winter) [94]; ii) local atmospheric
profiles based on the Linsley’s layers model [95] for predefined sites; iii) extract
real-time atmospheric profiles from the Global Data Assimilationc1 System
(GDAS) [96] using the Linsley’s model; and iv) calculate and use the typically
monthly-averaged atmospheric profiles for a given location [9, 83, 93]. As we
will show in the next section, by using these functionalities we can model the
expected seasonal variation in the flux of secondary particles at the ground
level for each one of the 23 exascale data centres shown in Figure 1.

c1Data assimilation is the adjustment of the parameters of any specific atmospheric model to
the real state of the atmosphere as measured by meteorological observations
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Given all the relevant primaries are charged particles and nuclei, another
important factor that should be taken into account is the secular variation of
the Earth’s magnetic field (EMF) and its fast disturbances. These effects could
be significant for the case of high latitude sites, such as the CSC Kajaani data
centre in Finland. As it is described in [71, 77], ARTI incorporates specific
modules to calculate the status of the EMF by using the different EMF models
taken into account both the secular variation of the EMF and its disturbances.

In the next section, we show the expected flux of atmospheric radiation
at the ground and its corresponding seasonal variations for the 23 exascale
supercomputing centres.

4 Results and Discussions

4.1 Barometric effects in the flux of high-energy neutrons

The first step in the calculation of the expected flux at the ground is to
obtain the magnetic field components Bx (north component) and Bz (vertical
component) from the current version of the International Geomagnetic Field
Reference (IGRF) model (IGRF13-2019) [97]. To reduce the impact produced
by Solar activity, all the calculations were performed using the configuration of
the EMF for December, 20th, 2021, as no disturbances in the magnetosphere
were observed for this day.

Once the EMF components are defined, the next step is to obtain the
atmospheric profiles we shall use at each of the 23 sites. For this calculation we
use the monthly atmospheric profile for 2020 at each site, which was averaged
from two local daily profiles extracted from the GDAS database and averaged
following the ARTI methodology [9], obtaining 23 × 12 = 276 atmospheric
profiles. A sample of the obtained density profiles and their seasonal variations
can be seen in the left panel of Figure 2, where the seasonal density profiles of
Los Alamos, are shown as a function of the altitude above sea level. Density
profiles follow the expected seasonal variations, with denser air at the ground
level in winter and a decrease in the density in the summer’s warm air. In the
right panel of the same Figure, expected variations along the year are shown
for each atmospheric layer between ground level and 8 km asl. These variations
are characterised by the minimum, maximum and one sigma deviation from the
mean observed during 2020. We also included the variations observed at the
High-performance Computing Center Stuttgart (HLRS, 453 m asl), the Centre
de Calcul Recherche et Technology (CCRT, 94 m asl) and the Minho Advanced
Computing Centre (MACC, 207 m asl) for comparative analysis. The observed
differences in the density profiles along the year are small, at the level of a
few per cent, but they are critical when observing the atmospheric radiation
at the ground level, as the atmospheric depth at a given altitude hi, defined
as the integral of the atmospheric density profile within the atmospheric layer
of thickness δhi, X(hi) =

∫
δhi

ρ(h′) dh′, has a direct impact on the particles

production, interactions and absorption at each particular layer (especially for
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altitudes below ∼ 15 km asl), and therefore, on the final secondary particle
distribution at the ground.
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Fig. 2 Left: The atmospheric density profiles for LANL are shown for the Winter (dotted
black line), Spring (dash-dotted green line), Summer (solid red line) and Autumn (dashed
yellow line) of 2020. These profiles were extracted from the GDAS database and averaged
for each month. Differences of up to 7.5% can be observed in the density at the ground level
in the LANL site, at an altitude of 2, 125m asl. Atmospheric profiles used extends up to
an altitude of ∼ 110 km, corresponding to the limit of the Earth’s atmosphere according to
Linsley’s atmospheric model [95].
Right: Density variations observed at different altitudes along 2020 at LANL (solid red line),
HLRS (dashed yellow line), CCRT (dotted green line) and MACC (dash-dotted black line).
For each altitude between 0 and 8 km asl, candlesticks show minimums, maximums and 1-
sigma deviation from the mean of the density at each atmospheric layer. See Table 1 for a
summary of the characteristics of each site. Altitudes were slightly shifted for the sake of
clarity

Given the stochastic nature of the development of the EAS, a large sample
of showers is needed to observe these effects on the expected flux at the ground
in a statistically significant manner. So the third step in the calculation is to
integrate the primary spectrum j to determine the total number of primary
cosmic rays N(A,Z) =

∫
j dΩ dt dS dEp of each relevant nucleus (identified

by its atomic mass A and number Z), which needs to be injected for a given
integration time t, observation area S, solid angle interval Ω, and primary
energy Ep range.

The cosmic ray energy spectrum ranges from GeV and up to more than
100EeV and can be very well approximated by a simple monotonically
decreasing power law, i.e.,

Φ(Ep, A, Z) ≃ Φ0(E0, A, Z)× (Ep/E0)
α(Ep,A,Z), (1)

where Φ(Ep) is the expected flux of the considered primary nucleus (A,Z),
Φ0 is the reference flux at a certain energy E0 for this particular nucleus,
and α is the spectral index that depends on the primary energy and, while
it can slightly vary from nucleus to nucleus, it can be well approximated by
α ≈ −3 for the whole spectrum. Thus, we can use this property of the primary
flux to limit the upper energy limit when calculating the total number of
primaries for each species that need to be injected. Even more, at the PeV
scale, the spectral index becomes steeper in the so-called knee of the cosmic ray
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spectrum, i.e., α ≈ −3.3 at Ep = 4.5PeV [98]. At the lowest energies, primaries
are much more abundant but secondary particle production is limited and most
of them are absorbed by the atmosphere before reaching ground level. For all
these reasons, we limit the primary energy range for the calculation of the
expected background at the ground to Emin < Ep < 106 GeV, where Emin =
m(Z,A)c2 + 0.1GeV, being m(A,Z) the mass of the injected primary [71].

The second important parameter to be considered is the total integration
time t. While lower times reduce the total number of primaries needed to be
simulated, the risk of the calculation being dominated by a statistical fluctu-
ation increases as t decreases. So, in the end, a compromise has to be taken
between the saving of computing resources and the statistical significance of
the calculations. While typical values for t in astrophysics studies are up to a
few hours [77, 82], in this case, we want to evaluate the atmospheric impact on
the flux of secondary particles, and so we considered a total integration time
t of 1.5 days, i.e., t = 129, 600 s for each month at S = 1m2 in each one of the
23 sites to reduce statistical fluctuations.

Finally, since at these energies the primary flux is isotropic, we considered
all the primaries following a uniform distribution in solid angle for the complete
sky hemisphere around each site, i.e., −π ≤ φ ≤ π and 0 ≤ θ ≤ π/2 for the
local azimuth and zenith angle respectively.

Once the integration intervals are defined, the expected primary flux is
integrated for all the relevant cosmic nuclei, obtaining N ≃ 1.6×109 primaries
from protons to irons (1 ≤ Z ≤ 26) for each month at each site, resulting in
≃ 4.3 × 1011 simulated showers in 12 × 23 = 276 individual runs. Calcula-
tions and analysis were done using the ARTI framework v1r9 [72], including
CORSIKA v7.7402 [68] for the EAS simulations, and QGSJET-II-04 [99] and
GEISHA-2002 libraries for accounting for the high- and low-energy interac-
tions respectively. The total flux of secondaries, ΞAll, ranges from ∼ 700 to
∼ 2, 000 particles per square metre per second, depending mainly on the
EMF conditions, affecting the low energy sector of the primary flux [77]; and
the atmospheric profile, having a direct influence on particle production and
absorption. All the computations were performed on the ACME (equipped
with Intel Gold 6138 processors) and TURGALIUM (Intel Gold 6254) clus-
ters, demanding ∼ 450 kCPU·hours and occupying a storage space of 1TB for
the final binary compressed files.

Typically, secondary particles are grouped into three main groups: the
electromagnetic component, composed of γs and e±, the hadronic component
composed of neutrons, protons, nuclei and other baryons and mesons, and
the muon µ± component. In Figure 3, the secondary momentum ps spectra
are shown for these different components for the Minho Advanced Computing
Centre (MACC) in Portugal, at an altitude of 200m asl in February 2020. Sev-
eral important features of the cascade development can be inferred from this
Figure. At low ps values the flux is dominated by the electromagnetic (EM)
component. As explained in the previous section, as the shower evolves in the
atmosphere, more and more energy is transferred to the EM component via
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Fig. 3 Linear-Log (left) and Log-Log (right) distribution of the momentum of the secondary
particles ps expected in February 2020 at the ground level in MACC (207m asl). The main
components of the showers, i.e., the electromagnetic component (dot-dashed green line), the
muons µ± (dot-long-dashed light blue line) and the neutrons (solid blue line) and other
hadrons (dot-dashed yellow line), are identifiable by their own characteristics as described
in the text. Total flux for February 2020 (dotted black line) and April 2020 are also show to
evidence the seasonal effects. However, the major impact is produced by the altitude above
sea level, as can be seen by comparison with the neutron (dotted yellow line) and total
(dotted red line) fluxes expected in February 2020 at the ground level in LANL (2, 125m asl)

particle decay and radiative processes. However, EM particles are coupled to
each other through different radiative processes and, thus, EM becomes the
most important component of the shower development. In the left panel of the
Figure 3, a significant increase in the photon flux at the 510− 520 keV energy
bin is seen, corresponding to the production of Eγ = 511 keV photons via pair
annihilation e+e− → γγ processes in the atmosphere.

The high-energy flux, shown in the right panel of Figure 3, is dominated by
muons, charged leptons that carry the same interaction charges as e± but they
are ∼ 200 times as massive. Thus, energy losses are relatively small compared
with their typical energies: dE/dX is in the range of 2−6MeVcm2 g−1, i.e.,5−
15MeVcm in silicon, for muons in the 100−103 GeV energy range [100]. Muons
at the TeV scale, as those observed in Figure 3, possess enough energy to
traverse hundreds and up to thousands of metres of rock and could be the
main source for signals in muography studies [101] or background noise at
underground laboratories [102]. For the same reason, it is almost impossible
to shield critical devices from muons, where they could induce SET and SEU
soft errors by ionization for both types of muons, plus nuclear capture only
for low-energy negative muons (∼ 50% of the total muon flux). Recent works
started to analyse the impact of atmospheric muons producing soft errors in
different types of devices [103, 104].

Finally, at intermediate values of ps, the non-thermal flux of atmospheric
neutrons produces an important contribution to the total flux, especially at
high-altitude sites. The impact of the altitude and local atmospheric conditions
can also be seen in the same Figure, where we also included the total flux of
secondaries at the MACC site but for April 2020, and at Los Alamos National
Laboratory (LANL, US, 2125 m asl) for February 2020. Except for the flux of
high-energy muons, which are essentially not affected by atmospheric absorp-
tion, the altitude effect is, by far, the dominant one when comparing the flux
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between different sites. An increase of up to 3 times in the flux of secondary
particles can be observed between the MACC and LANL sites. It is also notice-
able a lower but still statistically significant change in the flux originated from
the change in the atmospheric profile at MACC between February and April
2020.

A denser atmosphere shall produce more absorption during the final stages
of the development of the EAS, and so, a lower number of secondary particles at
the ground will be observed, producing the well known anti-correlation between
the atmospheric pressure and the rate of particles at the ground level [105].
The atmospheric effect can be easily observed when studying the atmospheric
pressure P (h0) at the ground levelc0 and the relative temporal variations in
the expected flux of secondary type j, i.e.,

ζj =
∆Ξj

Ξj

=
Ξj(t)

Ξj

− 1, (2)

where Ξj(t) is the instantaneous flux at time t and Ξj is the reference flux.
In Figure 4, the values for ζj for high-energy neutrons, muons and total num-
ber of secondaries are shown together with the atmospheric pressure at the
ground for the supercomputing centres of the National Energy Research Sci-
entific Computing Center (NERSC, USA, h0 ≃ 210m asl) and the National
Supercomputing Center in Wuxi (NSCW, China, h0 ≃ 10m asl).
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Fig. 4 Expected relative flux variations ζj for neutrons (blue solid line, empty squares),
muons (light blue dot-dashed line, empty triangles) and all the secondaries (black dotted
line, empty circles); and the local atmospheric pressure at the ground (red dashed line,
empty rhombus, right axis), are shown for each month of 2020 at the data centres of the
National Energy Research Scientific Computing Center (NERSC, USA, h0 ≃ 210m asl) and
National Supercomputing Center in Wuxi (NSCW, sea level, right). As described in the text,
except for muons, the anti-correlation is remarkable at all the studied sites, especially for
the neutron flux

Depending on the secondary type, the atmospheric dependence could be
more or less important. For example, in the right panel of Figure 4 the flux
of electromagnetic particles is reduced due to the air absorption in the denser

c0Atmospheric pressure at a certain altitude P (h) can be obtained from the atmospheric profiles

by simply integrating the density profile, i.e., P (h) =
∫ h
∞ gρ(h′)dh′, where g is the acceleration

due to gravity.
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layers of the low atmosphere and, thus, the barometric modulation in Wuxi for
the total flux is not as large as for neutrons. Instead for muons, atmospheric
absorption effect can be considered negligible, as can be appreciated in both
panels of Figure 4, where even a correlation can be observed during part of the
year at some sites. This can be explained by recalling that muons are mainly
produced after charged pions decay, and so, local changes in density profiles at
the muon production atmospheric depth are more relevant than the integral
effect, that is related with the absorption.

On the other hand, the atmosphere has a greater impact on neutron produc-
tion, propagation, moderation and absorption, as can be also seen in Figure 5,
where the average, deviation and extrema in the expected number of neutrons
at the ground per squared metre and hour are shown as a function of their
energy for the complete year of 2020 at four sites: Los Alamos National Lab-
oratory (LANL, 2125 m asl), High-performance Computing Center Stuttgart
(HLRS, 453 m asl), Centre de Calcul Recherche et Technology (CCRT, 94
m asl) and Minho Advanced Computing Centre (MACC, 207 m asl). While
the altitude effect is still dominant, the seasonal atmospheric variations have
a noticeable effect on the flux of these high-energy neutrons ( [replaced previous

value using the new convention (kinetic energy instead of total energy)]En > 50MeV), even
at higher energies. A detailed view of the 60− 110GeV neutron energy range
is included, where a slightly significant deviation from the averaged power law
is observed at En ≃ 75)GeV for all the sites. This deviation is originated
from the convolution of the decreasing energy at the production level with the
increase in the neutron-nucleon cross-section at the 100GeV scale [106].

In the right panel of the same Figure, it is detailed the flux and its variations
in the range 50 ⩽ En/MeV < 450 [(adapted to the new convention)], where the
neutron flux increases by a factor of 1− 2 as the impact of the seasonal effects
are enlarged. At LANL, for example, the expected neutron flux in the 100MeV
[(adapted to the new convention)] energy bin could vary by +15%, from 3.5 × 104

up to 4.0× 104 neutrons per hour per squared metre, due only to the seasonal
effect.

To get a quantitative measure of the impact of the temporal variations
of the atmosphere, in Figure 6 the relative variation in the flux ζj for differ-
ent types of secondaries j is shown as a function of the variation of the local
atmospheric pressure at all the low-altitude (h < 1, 000m asl) data centres.
The barometric effect has a different impact on each type of component of the
showers due to their different development in the atmosphere. This is visible
in this Figure from the large differences in the observed slopes for each type
of particle. The biggest impact is for neutrons and other hadrons, evidencing
global variations of up to +40% for a −4% decrease in the atmospheric pres-
sure, with the flux Ξn ranging from 42, 500 up to 68, 500 neutrons per squared
metre per hour.

It is important to notice that, besides the obvious influence of the tem-
perature on the air density, it also impacts the single shower distribution of
particles at the ground due to local changes in the lateral development of the
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Fig. 5 Energy distribution of the expected flux of neutrons Ξn and its variations along
2020 at four sites: LANL (red squares), HLRS (yellow circles), CCRT (green rhombuses) and
MACC (black triangles). At left, the Ξn in the energy range 50 < En < 105 MeV [(adapted

to the new convention)] is shown as long as the 1-sigma observed variation along the year.
A slight increment in the flux is observed at En ≃ 80GeV (inset), consistent with neutron-
nucleon cross-section increase at this energy range. The significant peak in Ξn, observed at
En ≃ 100MeV [(adapted to the new convention)], is detailed in the right panel, where the
mean, 1σ deviations and the extrema in Ξn for each energy bin are also shown. It can be
noticed that the flux within each energy bin is not symmetric to the mean. [figure adapted

to the new convention)]

cascade [107]. However, we are not interested in studying single EAS but look-
ing for the global effect over the development of whole primary flux in the air
producing the atmospheric radiation at the ground. So, given the GCR flux
isotropy and uniformity at the relevant energy ranges for this study, and the
stochastic (Poissonian) and self-similarity [71] nature of the atmospheric radi-
ation production, the only effect that needs to be considered is related to the
integral variation of the air density profile, i.e., the atmospheric pressure at
the ground level.

Thereby, it is possible to take advantage of these effects to anticipate the
expected flux of neutrons in different energy ranges at each data centre facility
just by simply using the local atmospheric pressure at the ground as a tracer
for the expected number of neutrons.

Local variations at each site are not as large as those shown in Figure 6,
where all the observed seasonal variations with the global mean of the baromet-
ric pressure and the flux for each type of particle are shown together for the 22
low-altitude (h < 1, 000) data centres. The slight deviation from the straight
line is evidence of the exponential dependence of the flux of any secondary
particle j, Ξj(t), with the local barometric pressure p(t) at time t. Neverthe-
less, the observed variations in the barometric pressure at every single site are
significantly smaller than the global ones, and thus, they can be modelled by:

ζj = βj∆P, (3)

where βj is the barometric coefficient for secondary j and ∆P = P (t)−P is the
variation of the atmospheric pressure to the local reference P . As this can be
also done for different energy ranges, in this work we considered three different
ones: the complete simulated energy range, [adapted to the new convention used

]En ⩾ 50)MeV; (50 ⩽ En ⩽ 1, 000)MeV; and (En > 1, 000)MeV; respectively
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the slopes of these curves. For muons, on the other hand, local variations are most influ-
enced by changes in the atmospheric profile at muon production layers than the barometric
pressure. The exponential atmospheric dependence of the flux is visible in the slight devia-
tion from a straight line.

labelled as i = 0, i = 1 and i = 2. For the sake of clarity and given we are
mainly focused on the neutron flux, we can obviate the subscript n and so,
equation (3) could be written as:

ζi = βi∆P, (4)

where now the subscript i refers to the corresponding neutron energy range
i = 0, 1, 2 described above. The obtained results for all the sites are compiled
in the table 2. It is important to notice that slight differences could be observed
in both the total flux and the barometric coefficients at sites with similar
altitudes due to differences of the atmospheric profiles and their impacts on
the neutron flux.

From these values and using (4), it is possible to estimate the expected
flux of high-energy neutrons and its variations at each site just by mea-
suring the local atmospheric pressure, since βi corresponds to the relative
decrease (increase) in the neutron flux for an 1 hPa increase (decrease) in
the local barometric pressure. For example, from the second and the fourth
column of Table 2, the reference atmospheric pressure and the global baro-
metric coefficient for the site of Los Alamos (LANL) are P = 777 hPa and
β0 = −9.2 × 10−3 hPa−1 respectively. Therefore, on a typical sunny day
at LANL, when the barometric pressure should be higher than usual, say,
P (t) = 779 hPa, a reduction of β0(P (t)− P ) = −9.2× 10−3 hPa−1 × 2 hPa =
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Table 2 Reference pressure P and neutron flux Ξi, and barometric coefficients βi (in
hPa−1) for the i-th energy range at the 23 exascale facilities. With these values, it is possible
to calculate using equation (4) the local variations in the flux of neutrons just from the
local barometric pressure (use Ξ0 and β0 for the neutron flux with En ⩾ 50MeV [(adapted

to the new convention)]). Pressure is given in hPa and fluxes are given in m−2 hour−1.

Site Alt. P Ξ0 β0 Ξ1 β1 Ξ2 β2

LANL 2,125 777 26.4 -9.2 25.7 -9.2 7.0 -9.7
NUDT 750 927 7.7 -6.9 7.5 -6.9 1.9 -7.1
MAD 700 927 7.7 -7.7 7.5 -7.7 1.9 -7.5
SOFIA 565 940 6.9 -6.8 6.8 -6.8 1.7 -7.0
LRZ 471 950 6.4 -7.8 6.2 -7.8 1.6 -7.9
HLRS 453 952 6.3 -8.1 6.1 -8.1 1.6 -8.3
IZUM 280 974 5.3 -6.8 5.2 -6.8 1.3 -7.0
DC2 275 973 5.3 -7.9 5.2 -7.9 1.3 -8.2
IT4 261 975 5.2 -7.6 5.1 -7.6 1.3 -7.8
ORNL 250 984 4.8 -7.9 4.7 -7.9 1.2 -8.2
ANL 214 983 4.9 -8.8 4.8 -8.8 1.2 -9.6
NERSC 210 984 4.8 -7.0 4.7 -7.0 1.2 -6.4
MACC 207 986 4.8 -7.6 4.6 -7.6 1.2 -8.0
LLNL 188 987 4.7 -7.1 4.6 -7.1 1.1 -7.7
CSCF 128 978 5.1 -8.4 5.0 -8.4 1.3 -8.7
BSC 100 997 4.3 -7.7 4.2 -7.7 1.1 -7.9
JSC 100 993 4.5 -7.7 4.4 -7.8 1.1 -7.7
PSNC 100 993 4.5 -7.3 4.4 -7.3 1.1 -7.7
CCRT 94 995 4.4 -8.2 4.3 -8.2 1.1 -8.4
BOLT 40 1002 4.2 -7.2 4.1 -7.2 1.0 -7.2
NSCG 10 1015 3.7 -6.9 3.6 -6.9 0.9 -7.2
NSCW 10 1014 3.8 -6.4 3.7 -6.4 0.9 -6.5
RCCS 10 1010 3.9 -6.7 3.8 -6.7 0.9 -6.7

×104 ×10−3 ×104 ×10−3 ×104 ×10−3

−1.84 × 10−2 ≃ −2% in the En ≳ 50MeV [(adapted to the new convention)] neu-
tron flux shall be expected. Thunderstorms, on the other hand, are preceded
by a drop in the atmospheric pressure of several hPa in a few hours, with
typical drop rates of at least −1 hPa h−1. So, at sea level, the barometric pres-
sure could be as low as 1, 002 hPa, or even less, during a thunderstorm. Thus,
for example, during the preclude of a thunderstorm at the RIKEN Center
for Computational Science (RCCS) in Kobe, Japan, where the average atmo-
spheric pressure is P = 1, 010 hPa, an increase of ∼ 6% in the flux of neutrons
with energies above 50MeV [(adapted to the new convention)] could be expectedc4,
and the situation could be even worst when considering the effective moder-
ation of neutrons produced by rain. As a consequence, an increase (decrease)
in the flux of high-energy neutrons will result in a similar increase (decrease)
in the probability of errors produced in the supercomputer.

For muons, local changes in the profile at muon production depth are the
dominant effect. Expected average muon flux at each data centre for Eµ ⩾
15MeV [(adapted to the new convention)] are also included in Table 1.

Space weather phenomena, such as the disturbances of the magnetosphere
produced by the passage of an interplanetary coronal mass ejection (iCME)

c4Since, according to Table 2 for RCSS: β0(P (t)−P ) = −6.7× 10−3 hPa−1 × (−8) hPa ≃ 6%.
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by Earth [108], also impacts the flux of high-energy neutrons and for this rea-
son, atmospheric neutrons have been used since decades ago to monitor Solar
activity [109]. These phenomena are observed as decreases in the total flux
of atmospheric neutrons, where reductions of up to 35% could be expected
for En ≃ 100MeV [(adapted to the new convention)] neutrons during severe geo-
magnetic storms [77], and some astroparticle observatories, such as LAGO, are
focused on enhancing their neutron detection capabilities [90, 91].

These scenarios are important when anticipating possible errors associated
with the flux of high-energy neutrons at supercomputer centres, as it will be
discussed in subsection 4.2.

4.2 High-energy neutrons modulations and soft error
rates at supercomputers

A typical magnitude used to describe the device performance in terms of
its sensitivity to radiation is the FIT (failures-in-time) rate, i.e., the number
of observed failures of a certain (or any) kind in 109 (one billion) hours of
device operation, and so, the total FIT is just the sum of each kind of failure:
FIT =

∑N
k FITk. From this definition, the MTBF measured in hours is just

the reciprocal of FIT times 109:

MTBF =
109

FIT
. (5)

It is possible to obtain the FIT rate from the effective cross-section σerr,
as it is just an effective measure of the probability that a neutron triggers a
certain type of error in a device, and it is typically expressed in units of area
(cm2) [47]. Thus, in general,

FITerr = 105 Ξ σerr, (6)

when the flux Ξ is expressed in units of m−2 h−1. Then, by combining this
result with equations (2) and (4) for neutrons:

FITerr(t) = 105 σerr Ξi

[
1 + βi

(
P (t)− P

)]
, (7)

in the i-th neutron energy range, for pressure expressed in hPa and σ in cm2.
Oliveira et al. [52, 53] irradiate different types of commercial off-the-shelf

(COTS) devices by exposing them to neutron beams in energy scales from
thermal to 1GeV, obtaining the device sensitivity to neutrons measured
through the identification of unrecoverable errors (DUE) or SDC in APUs
(CPUs+GPUs integrated in the same device), FPGAs and DDR memories.
Unfortunately, they only present cross-sections “relative to the lowest one mea-
sure for each vendor to prevent the leakage of business-sensitive data” [53].
However, is it possible to see that, for all the tested devices, thermal neu-
tron cross-sections are far for being negligible[53], but in most cases they are
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still considerable smaller than the corresponding effective cross-section of high-
energy neutrons (the observed differences are up to one order of magnitude
for APUs). Similar conclusions can be obtained from Figure 6 of [52], where
it is possible to observe that, in presence of the nominal atmospheric flux of
high-energy neutrons (En > 10MeV), the FIT rates are totally dominated by
them.

As mentioned in section 2, Tiwari et al. [50], analyzed the error logs of two
GPU supercomputing facilities: the Titan supercomputer at the Oak Ridge
National Laboratory (ORNL), consisting of 18, 688 K20X GPUs; and of the
Moonlight GPGPU cluster at Los Alamos National Laboratory (LANL), con-
sisting of 616 M2090 GPGPUs. By exposing K20X GPU to the ISIS and
LANSCE white neutron sources, that emulate the atmospheric neutron flux
in the 10 < En < 750MeV energy range [110], they were able to obtain the
SDC and program crashes effective cross-sections σerr, that are compiled in the
table 2 of [50] and can be averaged obtaining σSDC = (4.8 ± 0.4) × 10−7 cm2

and σcrash = (2.7±0.2)×10−7 cm2 respectively. While the energy ranges of the
neutron sources used for the irradiation of the K20s devices are lower than the
complete energy range simulated in this work, it is possible to assume that the
neutron-error cross-sections in the energy range En > 1, 000MeV [(adapted to

the new convention)] should not be far from the reported values. Moreover, at these
high energies, the flux is considerably lower than in the 50 ≤ En/MeV ≤ 1, 000
energy range, and so the error rates will be dominated by the flux within
this range. [(adapted to the new convention)] Therefore, following equation (7) and
using the tabulated values for P , Ξ1 and β1 for the ORNL site, the expected
FITSDC rate when the atmospheric pressure drops by, say, −5 hPa respect to
the barometric reference pressure, should bec2 of FITSDC ∼ 2, 300, and so, from
equation (5), the corresponding MTBF for the whole Titan supercomputer
should be of ≃ 23 hours, i.e., about 1 silent error per day due to the expected
flux of neutrons with 50 < En < 1, 000MeV [(adapted to the new convention)] when
the atmospheric pressure drops by −5 hPa.

Once the expected flux of neutrons was determined for each site, calcu-
lation of effective flux at computing devices, including CPUs, GPUs, APUs,
storage and memories, have to take into account the geometry and materials
of computing racks, buildings and other infrastructures in the surroundings,
even, on the supercomputing cooling system, especially those using water or
any other aqueous solutions as coolants. All these components will have a
profound impact in the flux of high-energy neutrons, producing thermal and
epi-thermal neutrons having different cross-sections with the materials used
for making the different types of devices available in any data centre.

c2FITSDC = (105)(4.7 × 104)(4.8 × 10−7)[1 + (−7.9 × 10−3)(979 − 984)] = 2, 345 ≃ 2, 300
failures in 109 device·hours of operation.
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As a final remark, given the linearity of equations (4) and (6), it is easy to
see that the relative variation of the FIT rates,

ψerr =
FITerr(t)

FITerr

− 1,

where FITerr is the reference FITerr rate at the site, is equal to the relative
variation ζ of the high-energy neutron flux, i.e, ψ = ζ, and so:

ψerr = β∆P, (8)

that is, the FIT rate associated with the flux of high-energy neutrons at
each site should evidence a small anti-correlation (β > −1%) with the local
changes in the barometric pressure that increases with the altitude of the
supercomputing centre.

5 Conclusions

In this work we presented the calculation of the expected flux of atmospheric
neutrons and their seasonal variations at each one of the 23 future sites
of the next generation of exascale supercomputing facilities. This was done
by simulating the interaction of the measured galactic cosmic rays flux and
including real atmospheric conditions at each site using the state-of-the-art
techniques and codes heavily used, tested and validated in the astroparticle
physics community.

By using real atmospheric profiles, extracted from the GDAS database and
averaged to obtain the atmosphere conditions for each month of 2020, the
expected flux of high-energy neutrons with En ≳ 50MeV [(adapted to the new

convention)] and its seasonal variations at each exascale supercomputing centre
were obtained and parametrised. The dependence on the total flux of particles
and neutron flux with the atmospheric pressure was observed and the baromet-
ric pressure coefficient for neutrons at different energy ranges were obtained
and they are summarised in Table 2. The reported barometric coefficients,
βi corresponds to the relative change in the expected flux in different energy
ranges when the atmospheric pressure changes by ±1 hPa. The provided infor-
mation makes it possible to easily estimate the expected flux of neutrons under
different atmospheric conditions (equation (4)) and to evaluate the correspond-
ing FIT rates of silent errors due to high-energy neutrons (equation (7)) and
its relative seasonal variations (equation (8)). This can be done by using the
instantaneous barometric pressure that can be easily measured at each facil-
ity, being a simple and direct way to anticipate potential silent and non-silent
errors that could appear during critical calculations that could be performed
soon at the next generation of exascale supercomputing facilities.

To avoid the intrinsic limitation of CORSIKA for low energy neutrons, we
are currently developing a special module in ARTI, based on FLUKA [111], to
extend current calculations down to the meV neutron energy scale. Extensions
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of the atmospheric flux simulations using real atmospheres presented here but
including other effects such as the rain, that could double the thermal neu-
tron flux at the ground as water droplets acts as neutrons moderators, and the
corresponding Geant4 [112] simulations of neutron moderation in infrastruc-
tures are being considered and will be published as a follow-up of the analysis
presented here.
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L.H., Pérez, M., Haro, M.S., Berisso, M.G., Bessia, F.A., et al.: Enhanc-
ing neutron detection capabilities of a water cherenkov detector. Nuclear
Instruments and Methods in Physics Research Section A: Accelerators,
Spectrometers, Detectors and Associated Equipment 955, 163172 (2020)

[92] Sidelnik, I., Asorey, H., Guarin, N., Durán, M.S., Bessia, F.A., Arnaldi,
L.H., Berisso, M.G., Lipovetzky, J., Pérez, M., Haro, M.S., et al.:
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