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ABSTRACT

Nanoindentation of ion-irradiated materials has attracted much interest as a tool envisaged to derive the dose dependence of bulk-equivalent
hardness from small samples. A major challenge arises from the steep damage gradient in the thin ion-irradiated layer and its unavoidable
interplay with the indentation size effect. The present study relies on a number of choices aimed at simplifying the interpretation of the
results and strengthening the conclusions. The studied alloys are two ferritic Fe-9Cr model alloys differing in controlled amounts of Ni, Si,
and P known to enhance irradiation hardening. Both ion-irradiated (5 MeV Fe2+ ions) and neutron-irradiated samples along with the
unirradiated references were investigated using Berkovich tips. According to the collaborative nature of the study, tests were conducted in
two different laboratories using different equipment. A generalized Nix–Gao approach was applied to derive the bulk-equivalent hardness
and characteristic length scale parameters for the homogeneous unirradiated and neutron-irradiated samples. Comparison with Vickers
hardness indicates a 6% overestimation of the bulk-equivalent hardness as compared to the ideal correlation. For the case of ion irradiation,
a first model assumes a homogeneous irradiated layer on a homogeneous substrate, while a second model explicitly takes into account the
damage gradient. The first model was combined with both the original and the generalized Nix–Gao relation. We have found that
the results revealed for Fe-9Cr vs Fe-9Cr-NiSiP are compatible with expectations based upon known irradiation-induced microstructures.
The bulk-equivalent hardness derived for ion-irradiated samples reasonably agrees with the observation for neutron-irradiated samples.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0098807

I. INTRODUCTION

The first interest in using heavy ion irradiations to investigate
neutron irradiation damage in materials dates back to the 1970s.1

This interest has increased considerably since because of a combi-
nation of factors: a growing need to understand irradiation effects
on nuclear materials under a variety of fission- or fusion-relevant
conditions along with limited access to neutron irradiation facilities
and limited variability of irradiation parameters. This prompted
studies on issues that need to be addressed when attempting to
transfer results obtained for ion-irradiated materials to the case of

neutron environments.2 These issues include the effect of
implanted ions and the vicinity of a surface,3–5 the effect of higher
dose rates,3,6 effects related to the energy spectrum and cascade
morphology,3 scanning beam vs defocused beam7 and pulsed vs
continuous irradiation,8 the angle of incidence of the ion beam,9

and carbon contamination.10,11 Most noteworthy, these studies
indicate that ion energies larger than 5MeV, depending on the irra-
diation temperature, have to be used in order for a “safe zone”3

with respect to ion–neutron transferability to be formed.
Depth-sensing nanoindentation of materials using pointed

indenter tips and suitable contact stiffness recording allows the
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indentation hardness to be derived as a function of contact depth
in the range from less than 0.1 μm to more than 1 μm.12–14 The
combination of ion irradiation with nanoindentation is a powerful
tool for the characterization of irradiation effects on nuclear
materials,15–19 e.g., Fe–Cr-based alloys.20–27 Advantages are
economy in terms of experiment time, sample volume, and avoid-
ance of material activation.2 Each of these advantages has counter-
parts that manifest themselves in ion–neutron and/or nano–macro
transferability issues. For ion-irradiated layers to be efficiently
probed, the depth of penetration of the indenter tip necessarily has to
be small, of the order of 100 nm, resulting in interference of the
indentation size effect28,29 (ISE) with the irradiation effect.
Approaches to handle this interference have been
suggested17,18,25,30–32 and related issues have been reviewed.33–37 A
simplified, but particularly clear, approach18 is based on the following
assumptions and approximations: (i) a rectangular damage profile,
i.e., a homogeneous layer on a homogeneous substrate,18 (ii) a hemi-
spherical plastic zone,38 (iii) the interpretation of the measured hard-
ness as the weighted average of the layer hardness and the substrate
hardness with the volume fractions of the plastic zone occupied by
layer and substrate taken as weights,34,38 and (iv) the consideration of
the ISE for both layer and substrate according to the original Nix–
Gao law.28 This approach will be taken as starting point for the ion-
irradiated samples of the present study. Major issues are the proper
consideration of the damage gradient in the irradiated layer31,32,39,40

and the breakdown of the Nix–Gao law at small indentation
depth.41–45 Other factors including the shape of the plastic zone,46

the superposition of hardness contributions,47 and the effect of
implanted ions40 will not be explicitly addressed in the present study.

The breakdown of the Nix–Gao law was demonstrated to be at
least partly due to a maximum allowable density of geometrically
necessary dislocations (GNDs) beneath the indenter instead of an
unbounded increase of this density for decreasing indentation
depths.41–45 This was shown for homogeneous (e.g., unirradiated or
neutron-irradiated) samples, but it should also be essential for
appropriate analysis of nanoindentation results obtained for ion-
irradiated samples. Another limitation of the simplified approach18

mentioned above is the assumption of a rectangular damage
profile. The real damage profile, typically approximated by means
of the binary collision code SRIM,48 may strongly deviate from this
idealization, in particular, for self-ion irradiations using single ion
energy. Reported work dedicated to this issue assumed the depth-
dependent hardening (or defect density39) to be a linear,39 square-
root,32 or power-law function25,31 of displacement damage.

Comparably few direct applications of nanoindentation to
neutron-irradiated samples have been reported.19,23,24,49,50–53

However, application of essentially the same procedures of nanoin-
dentation testing and analysis to unirradiated, ion-irradiated, and
neutron-irradiated samples may reduce uncertainties as compared
to conversions between as-measured nanoscale and reported mac-
roscale properties.

Here, we applied nanoindentation on samples of two
Fe-9Cr-based model alloys exposed to irradiation with either Fe2+

ions of 5MeV energy or neutrons along with the unirradiated refer-
ence samples. The second alloy mainly differs from the first with
respect to the addition of controlled amounts of Ni, Si, and P, which
give rise to minor differences in the microstructures and mechanical

properties of the pristine materials but pronounced differences in
irradiation hardening. The irradiated microstructures of both alloys
are known from reported studies.54–57 Sample preparation and nano-
indentation testing were performed in two laboratories according to
slightly different but qualified procedures, which forms a basis to
rationalize the effect of systematic errors in addition to statistical
errors from repeated tests. The experimental work and related mod-
eling were part of the collaborative European project M4F.58 For the
homogeneous unirradiated or neutron-irradiated samples, the origi-
nal as well as a generalized Nix–Gao approach were applied to fit
indentation hardness as a function of contact depth and extract
related model parameters. For the ion-irradiated samples, the intrin-
sic hardening in the irradiated layer was modeled either as an effec-
tive rectangular profile or as a power-law function of the
displacement damage obtained by SRIM calculations. The first
option was combined with both the original and generalized Nix–
Gao equation. We critically compared different model versions for
ion-irradiated materials, bulk-equivalent hardness with Vickers hard-
ness for both unirradiated and neutron-irradiated materials, as well
as ion-induced with neutron-induced hardness changes.

II. EXPERIMENTS

A. Materials and samples

Fe-9Cr-type model alloys of high purity were cast and hot
rolled at OCAS (Gent, Belgium) as part of a larger program. The
compositions are summarized in Table I. A detailed account of the
impurity limits as well as the thermal and mechanical history of
the materials can be found elsewhere.59 The microstructure is
essentially ferritic. Grain size, dislocation density, and measured
mechanical properties are specified in Table II.

Samples of size 10 × 10 × 1mm3 (for ion irradiation) or diam-
eter 9 × 1mm2 (for neutron irradiation) were machined from the
delivered plates. The sample surfaces were prepared before irradia-
tion for the ion-irradiated samples but after irradiation for the
neutron-irradiated samples. After stepwise grinding and mechani-
cal polishing, several validated procedures of electrolytic polishing
(labeled E, E1, and E2) were applied according to the best practice
of the contributing laboratories.60–62 At CIEMAT, disks (intended

TABLE I. Composition (analysis) in weight %.

Alloy Code C N Si P Cr Ni

Fe-9Cr G385 <0.006 <0.005 0.004 0.003 9.1 0.009
Fe-9Cr-NiSiP G389 <0.006 <0.005 0.221 0.032 9.1 0.092

TABLE II. Microstructure parameters and mechanical properties.

Alloy

Grain
size
(μm)

Dislocation
density

(1013 m−2)

Yield
stress
(MPa)

Vickers
hardness
HV10

Fe-9Cr 24.7 1.6255 252 117
Fe-9Cr-NiSiP 27.3 1.3955 257 115
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for TEM) of 3 mm diameter and approximately 0.3 mm thickness
were punched out from the neutron-irradiated samples and
exposed to mechanical polishing followed by electrolytic polishing
(procedure E2). At HZDR, electrolytic polishing was not possible
for neutron-irradiated samples. Therefore, mechanical grinding up
to paper P4000 and mechanical polishing (labeled M) was applied
using 1 μm “MetaDi” diamond suspension (force 20 N, 150 rpm)
as the last step. Line profiles at the mm length scale using a stylus-
type instrument indicated roughness values Ra of approximately 15
and 20 nm for procedures E and M, respectively. The consistency
of the results obtained for different surface preparation procedures
was checked for special cases in the present study (see below). It is
important to emphasize that the unirradiated reference samples
were always prepared according to the same procedure as the
respective irradiated samples.

B. Irradiations

All ion irradiations were carried out at the 3 MV tandetron
accelerator facility of the Ion Beam Center located at HZDR,
Dresden. Fe2+ ions of 5MeV energy were implanted by x/y raster
scanning the ion beam on the polished sides of the samples. The
horizontal and vertical frequency of scanning was 1041 and
1015 Hz, respectively, allowing laterally uniform irradiation to be
achieved. The irradiation temperature measured at the back side of
the samples was 300 °C, the total ion fluence was 2.4 × 1015 cm−2,
and the irradiation time was 11 700 s. Several measures,58 including
plasma cleaning of the samples and maintenance of a high vacuum
of the order of 10−5 Pa in the irradiation chamber, were taken to
minimize carbon contamination during the ion irradiations. Both
“1 dpa” and “0.1 dpa” (displacements per atom) irradiations were
covered in the study. The full depth profiles of displacement
damage and the concentration of implanted Fe ions calculated
using the binary collision code SRIM48 according to reported

recommendations63 (quick calculation mode, lattice binding energy
and surface binding energy set to zero, displacement energy 40 eV)
are shown in Fig. 1 for the “1 dpa” irradiations. For the “0.1 dpa”
irradiation, divide vertical axes by 10. The dashed line indicates an
average box-like dpa profile, required for modeling, with an average
value of 1.36 dpa and an equivalent depth of 1.65 μm.

Neutron irradiation was performed in the BR2 materials
testing reactor of SCK CEN.59 The irradiation temperature of
290 °C was guaranteed by the temperature of the flowing water.
The neutron flux was 1.5 × 1013 cm−2 s−1 (E > 1MeV). Dosimetry
indicated total displacement damage of 0.11 dpa.

C. Methods

For room-temperature nanoindentation tests at CIEMAT
(hereafter referred to as Lab 1), an MTS NANO-Indenter XP with
nanopositioning stage and continuous stiffness measurement
(CSM) functionality were used. The tip area function of the
Berkovich indenter was calibrated using a fused quartz standard of
known mechanical properties. Indents were set in arrays of 7 × 7
and 5 × 5 with 50 μm separation distance between adjacent indents.
The CSM mode (harmonic displacement amplitude 2 nm, fre-
quency 40 Hz) was applied with displacement control over
2000 nm and segments were needed for surface detection, creep
correction, and thermal drift correction. Using the software for the
CSM mode, zero-point determination was based on the depen-
dence of harmonic stiffness on displacement. The zero-point was
visually checked and, if necessary, corrected for each indentation
individually. The recently reported64 method of zero-point correc-
tion has not been applied. This point will be addressed in Sects. III
and IV. Selection between all values of each array was carried out
automatically and/or manually excluding individual indentations
by applying criteria based on microstructural characteristics, cor-
rupted surface detections, or outliers. The collection of datasets was
formed on approximately 15–30 indentations depending on the
selected criteria. Indentation hardness HIT, reduced modulus Er,
and contact depth hc with their standard deviations were calculated
according to the Oliver–Pharr method.12

At HZDR (hereafter referred to as Lab 2), room-temperature
nanoindentation was conducted in closed-loop load control using a
Universal Nanomechanical Tester (UNAT, ASMEC GmbH)
equipped with a Berkovich diamond indenter. The area function of
the indenter and the system stiffness were calibrated by way of mea-
surements on fused silica and sapphire with known bulk moduli.
Indents were set in arrays of 4 × 10 with 40 μm separation distance
between adjacent indents. The maximum load was 50 mN. For ten-
tative piezo-based surface detection, a “surface approach” segment
(threshold force 40 μN, lowest speed of approach 0.3 μm/s) was
included in the test cycle. After testing, the zero-point was cor-
rected for each individual indentation by fitting an expression
based on the Hertzian contact theory to the data and extrapolating
it down to zero. Using the supplied software, the fit range was man-
ually modified until the best fit was achieved. The typical statistical
error of zero-point determination was 1 nm. The quasi-continuous
stiffness measurement (QCSM) mode was applied in order to
determine the contact stiffness and calculate the contact depth
according to the Oliver–Pharr method.12 At 75 discrete load levels,

FIG. 1. Profiles of displacement damage and implanted ions for the “1 dpa” irra-
diations. Divide vertical axes by 10 for the “0.1 dpa” irradiation. The dashed line
indicates an average box-like dpa profile.
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the load increase was paused for 3 s while overlaid by a sinusoidal
oscillation of a frequency of 8.494 Hz and an amplitude of 0.3 V.
Segments at maximum load (20 s duration) and 5mN (60 s dura-
tion) were introduced for the purpose of creep and thermal drift
corrections, respectively. The indentation hardness HIT was calcu-
lated as a function of the contact depth from approximately 30
indentation tests by averaging after manually excluding occasional
outliers.

The software supplied by the manufacturers of the nanoinden-
tation devices was used to obtain records of contact depth, indenta-
tion hardness, reduced modulus, and indentation modulus with
standard deviations and/or mean errors of the mean values. The
latter type of errors is indicated in the plots of the present study.
No additional corrections were carried out. In fact, radial displace-
ment correction13,65 was found to be negligible. An atomic force
microscope (AFM) aimed at deriving pileup corrections36 was not
available for the present study, in particular, not for the
neutron-irradiated samples. Pileup corrections were reported to be
essential in terms of absolute hardness.36,66 The irradiation-induced
change of the pileup behavior was also addressed. To be more spe-
cific, these authors66 observed an increase of the pileup height for a
Berkovich-indentation depth of 250 nm from approximately 30 nm
for the unirradiated reference to 50 nm for Fe-12Cr ion-irradiated
up to 6.18 dpa (that is Σ5 times more than the present irradiation).
Reported results36 will serve as a basis to consider related systematic
errors in the discussion. Finally, elastic modulus based pileup cor-
rection,24,60 which does not require AFM measurements, was
checked but found to cause unreasonable bias among a wider range
of materials and ion energies in the present case.

The Vickers hardness HV10 (load 98.1 N) was measured for
unirradiated and neutron-irradiated samples by averaging over ten
tests for each sample.

III. RESULTS

A. Comparison of procedures

Typical results of the indentation modulus EIT as a function of
contact depth hc are plotted in Fig. 2. Ideally, the indentation
modulus should be independent of both contact depth and, for the
present range of displacement damage, irradiation. However, our
measurements indicate a trend for the modulus to increase from
(215 ± 15) GPa at larger depths to (245 ± 15) GPa at smaller
depths. Moreover, we have observed irradiation-induced increases
of the modulus, which are limited to smaller depths for ion irradia-
tion but extend toward the largest depths for neutron irradiations.
These findings suggest indentation pileup being the major source
of modulus variation in the present case (see Sec. IV). However, we
cannot exclude minor issues due to recently reported limitations
related to the applied methods of zero-point determination64 and
area-function calibration.67

Prior to a systematic presentation of the complete set of nano-
indentation results, it is important to compare results obtained
using different equipment or different surface preparation proce-
dures. The indentation hardness HIT as a function of contact depth
hc is plotted in Fig. 3(a) for unirradiated samples of Fe-9Cr. A
wider range of the contact depth was covered in Lab 1. The results
obtained in Lab 1 for surface preparation procedures E1 and E2,

which were used as a reference for ion-irradiated and
neutron-irradiated samples, respectively, exhibit minor but signifi-
cant differences. Generally speaking, the measured differences must
be due to differences between the experimental procedures. The
most obvious ones are related to surface preparation (E1 vs E2) and
the sample size (10 × 10 × 1mm3 vs disks of 3 mm diameter × 0.3
mm thickness). We have also observed significant differences
between the unirradiated samples tested in Labs 1 and 2, which
may be due to one or more of the following factors: surface prepa-
ration procedure (E1/E2 vs E), indenter tip (both are Berkovich tips
with independently optimized area functions), and test procedure
(e.g., CSM vs QCSM, see above). However, it is important to note
that the ion-irradiation-induced hardness differences obtained in
Labs 1 and 2 agree within the error, see Fig. 3(b). Indeed, both dif-
ference curves indicate significant irradiation-induced hardness
increases throughout the covered range exhibiting a peak at approx-
imately the same contact depth of 0.25 μm.

A comparison of results obtained for electrolytically (E) and
mechanically (M) polished unirradiated Fe-9Cr-NiSiP is shown in
Fig. 4 with a repeated measurement (U2) included. These samples
were taken as references for ion-irradiated and neutron-irradiated
samples, respectively. The curves agree within error margins for
contact depths greater than 0.1 μm, but E and M diverge below
0.1 μm. The almost perfect agreement may be coincidental as both
Berkovich indenter (B4 vs B5, both with individually optimized
area functions) and surface preparation procedure (E vs M) were
changed simultaneously for technical reasons. In any case, the unir-
radiated samples serve as suitable references for the ion-irradiated
(E) and neutron-irradiated (M) samples, the latter limited to
hc > 0.1 μm.

In summary, the differences between Labs 1 and 2 and
between different surface preparation procedures are reasonable

FIG. 2. Measured indentation modulus plotted as a function of contact depth for
samples of Fe-9Cr and Fe-9Cr-NiSiP. Surface preparation procedures (E1, E2,
and M, see above) and irradiation conditions (U = unirradiated reference, I = “0.1
dpa” ion irradiation, N = 0.11 dpa neutron irradiation) are indicated.
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and well within the interlaboratory scatter observed in a Round
Robin, within which the same surface preparation procedure was
applied for all labs.60 Hence, both sets of data can be discussed con-
sistently in a common framework.

B. Irradiated samples

Figure 5 summarizes the average HIT—hc curves measured for
the ion-irradiated samples. The results obtained for ion-irradiated
Fe-9Cr and Fe-9Cr-NiSiP (labeled I) are shown in Figs. 5(a)

and 5(c) along with the unirradiated references (labeled U).
Figures 5(b) and 5(d) represent the same data in terms of the
irradiation-induced increase of hardness (labeled I-U). We have
found that the unirradiated indentation hardness of Fe-9Cr-NiSiP
is slightly higher than the hardness of Fe-9Cr and that the
irradiation-induced increase of the former is higher by more than a
factor 2 than the increase of the latter. The average ΔHIT—hc
curves tend to form peaks at finite contact depths in the range
between 0.15 and 0.3 μm. The irradiation-induced hardness
increase for the “1 dpa” irradiation is higher, approximately twice
as high as that for the “0.1 dpa” irradiation.

Figure 6 summarizes the average HIT–hc curves measured for
the neutron-irradiated samples. Figure 6(a) shows the results of
nanoindentation tests for electro-polished samples (procedure E2,
TEM-type samples) neutron-irradiated Fe-9Cr (labeled N) along
with the unirradiated reference (labeled U). The effect of neutron
irradiation on mechanically polished (label M) samples of
Fe-9Cr-NiSiP is indicated in Fig. 6(b). A comparison with results
for ion-irradiated Fe-9Cr-NiSiP is included in Fig. 6(b). Both mate-
rials exhibit a neutron-irradiation-induced hardness increase reveal-
ing a weak dependence on the contact depth.

C. Generalized Nix–Gao analysis

In order to rationalize the indentation size effect (ISE) for
homogeneous samples, Nix and Gao28 introduced an approach
based on the concept of geometrically necessary dislocations
(GNDs), Eq. (1). It proceeds on the assumption that GNDs
(accounting for the geometrical shape of an indent and associated
strain gradients) come on top of the statistically stored dislocations
(redundant carriers of plastic deformation in the absence of a
strain gradient) and, hence, induce an additional hardness

FIG. 3. (a) Average HIT–hc curves measured in Labs 1 and 2 for unirradiated Fe-9Cr; (b) average ion-irradiation-induced (1 dpa) hardness differences obtained in Labs 1
and 2.

FIG. 4. Comparison of average HIT–hc curves measured for electrolytically and
mechanically polished samples of unirradiated Fe-9Cr-NiSiP.
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contribution

HIT ¼ H0

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ h*

hc

s
: (1)

The parameters can be interpreted as the bulk-equivalent
hardness H0, which accounts for the self-similar (i.e., indentation
size independent) hardness including other hardening mechanisms
like precipitation and grain boundary strengthening, and the char-
acteristic length h* representing the ISE. The dimensionless inverse
depth term h*/hc is associated with the additional hardening con-
tribution of GNDs populating the dislocation forest. If the experi-
mental data are plotted in terms of H2

IT vs 1/hc, the data follow a

straight line according to Eq. (1). Such Nix–Gao (NG) plots are
considered below. However, later studies36,42–44 demonstrated that
deviations from linearity are not, or at least not exclusively, caused
by experimental issues such as the quality of surface preparation,
tip blunting, or pileup. Instead, physical reasons, in particular, a
maximum allowable density of GNDs, play a major role at smaller
contact depths (highest values of 1/hc).

43 Therefore, straight
lines were only fitted to the data in the range of the smallest 1/hc.
The NG plots obtained in the present study are shown in
Figs. 7(a)–7(f) for the cases of homogeneous materials: the unirra-
diated and neutron-irradiated samples of Fe-9Cr and Fe-9Cr-NiSiP.
Deviations from linearity are confirmed at higher values of 1/hc.

In order to take into account the breakdown of the original
NG relation at higher values of 1/hc, some authors suggested

FIG. 5. Results of nanoindentation tests for ion-irradiated samples. (a) “1 dpa” ion irradiations of Fe-9Cr and Fe-9Cr-NiSiP along with unirradiated references; (b) corre-
sponding irradiation-induced hardness increases; (c) “0.1 dpa” and “1 dpa” ion irradiations of Fe-9Cr along with unirradiated reference; (d) corresponding irradiation-induced
increases.
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modifications to Eq. (1).41–44,68 Specifically, it was noted43 that the
GND density under the indenter is not uniformly distributed as
assumed in the original work.28 It rather diverges at the periphery
of the contact area requiring regularization by a cut-off in terms of
a maximum allowable GND density43 ρ̂GND. Physically speaking,
this cut-off can be attributed to the breakdown of the Taylor rela-
tion for forest hardening, when spontaneous nucleation of GNDs
prevails. Here, we translate ρ̂GND ¼ 1/(b�h) into a cut-off depth �h,
with b denoting the length of the Burgers vector, and propose an
exponential phase-out of the scaling regime due to that maximum
allowable GND density,

HIT ¼ H0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ h*

hc
exp �

�h
hc

� �s
: (2)

In what follows, we refer to Eq. (2) as the generalized NG rela-
tion with respect to Eq. (1). We note that the cut-off depth �h
induces the breakdown of the power-law scaling inherent to the
original NG relation. The original NG relation is recovered for
�h ! 0. The function in Eq. (2) has a maximum at hc ¼ �h. The
hardness decrease with decreasing hc , �h will not be considered
below. Fits of Eq. (2) to the data obtained for the homogeneous
(unirradiated and neutron-irradiated) cases are included in Fig. 7.

The values of the bulk-equivalent hardness H0, the character-
istic length h* and the cut-off depth �h obtained by application of
Eqs. (1) and (2) are summarized in Table III. The comparisons of
the bulk-equivalent hardness for the unirradiated samples of
Fe-9Cr (E vs E2) and Fe-9Cr-NiSiP (E vs M) indicate that system-
atic errors are of the order of 10% and prevail over statistical errors.
Bulk-equivalent hardness values H0 from the original NG Eq. (1)
tend to be larger than those from its generalization Eq. (2), while
the opposite is true for the values of the characteristic length h*.

The Vickers hardness (HV10) values measured for the homo-
geneous cases (U and N) are listed in Table IV along with their
irradiation-induced changes. The respective values of the
bulk-equivalent hardness according to Eq. (1) are shown for
comparison.

D. Models for the case of ion irradiation

Except for the lowest indentation depths, the volume of the
indentation plastic zone in ion-irradiated samples is partly occu-
pied by the irradiated layer and partly by the unirradiated substrate.
Therefore, direct fits of either Eq. (1) or (2) to the measured data
are questionable. This caveat particularly applies to the original NG
model, which assumes the GNDs to be uniformly distributed in a
hemispherical dislocation core underneath the indenter contact
area. For the generalized NG model proposed here, this is less of a
concern, as the GNDs are envisaged to concentrate at the periphery
of the contact area,43 where their density approaches ρ̂GND. As a
starting point, we approximate the plastic zone as a hemisphere
and calculate the composite hardness with weights according to the
volume fractions of the plastic zone occupied by the irradiated
layer, which is assumed to be homogeneous, and the substrate.
This kind of model,38 referred to as Model A below, was recently
reconsidered for ion-irradiated samples.18,34 The dpa profile is
approximated as the average box-like profile plotted in Fig. 1.
The model hardness HA can then be expressed according to
Eqs. (3)–(5) as

HA ¼ fiHi þ (1� fi)Hu, (3)

fi ¼
1 for x � 1,
3
2
x � 1

2
x3 for x , 1,

(
(4)

FIG. 6. Results of nanoindentation tests for neutron-irradiated samples and unirradiated references. (a) Fe-9Cr; (b) Fe-9Cr-NiSiP and comparison with the “1 dpa” ion
irradiation.
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FIG. 7. Original (black dashed lines) and generalized (colored solid lines) Nix–Gao fits of the hardness curves obtained for the homogeneous samples; (a) electrolytically
polished unirradiated Fe-9Cr; (b) electrolytically polished unirradiated Fe-9Cr-NiSiP; (c) electrolytically polished (E2) unirradiated Fe-9Cr; (d) electrolytically polished (E2)
neutron-irradiated Fe-9Cr; (e) mechanically polished unirradiated Fe-9Cr-NiSiP; (f ) mechanically polished neutron-irradiated Fe-9Cr-NiSiP.
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x ¼ di
c
1
hc

: (5)

In Eq. (3), Hu and Hi are the hc-dependent indentation hard-
ness values according to either Eq. (1) (Model A1) or Eq. (2)
(Model A2) of the unirradiated substrate and the ion-irradiated
layer, respectively. The weight factor fi is the volume fraction of the
plastic zone occupied by the irradiated layer. In Eq. (5),
di ¼ 1:65 μm is the effective thickness of the irradiated layer and
the radius R of the hemispherical plastic zone is taken as a multiple
c of the contact depth hc. Within Model A1, Eq. (3) with Eq. (1) is
fitted to the measured HIT–hc curves taking H0,u and h*u from the
original NG fits of the unirradiated reference sample (Table III) as
fixed and treating H0,i, h*i and c as fit parameters. It is important to
note that the straight lines for the unirradiated samples in Fig. 7
systematically deviate from the measured curves for indentation
depths smaller than 0.4 μm (1/hc . 2:5 μm�1). Consequentially,
the fit range for Model A1 was chosen as 1/hc , 2:5 μm�1. The
least-squares fits for the ion-irradiated samples are summarized in
Fig. 8. The best-fit parameters for Model A1 are listed in Table V.
In the last two lines of Table V, the value of c = 5.6 was taken as
fixed to improve comparability with sample Fe-9Cr, E, I. The fit
curves for Model A1 asymptotically approach straight lines for
1/hc ! 0 (unirradiated substrate) and 1/hc ! 1 (irradiated layer)
with a gradual transition. As expected from the design of the

model, the curves tend to deviate from the experimental data for
1/hc . 2:5 μm�1.

Fits of Model A2, based on Eq. (2) instead of Eq. (1), to the
data are shown in Figs. 8(a) and 8(b) for the “1 dpa” ion irradia-
tions of Fe-9Cr and Fe-9Cr-NiSiP (solid lines). The fit range for
Model A2 was chosen as 1/hc , 7 μm�1. This wider fit range as
compared to the A1 fits was possible because the generalized NG
relation Eq. (2) provided good fits for the unirradiated reference
samples, which represent the substrate in Model A2, in the same
range. In order to reduce the number of free model parameters, the
values of the bulk-equivalent hardness H0, the characteristic length
h*, and the cut-off depth �h of the unirradiated substrate, which
enter into Eq. (3), were taken as fixed (according to the respective
values listed in Table III). Moreover, we assumed �hi ¼ �hu. The
remaining parameters available for fitting are c, H0,i, and h*i . The
best-fit parameters for Model A2 are compiled in Table V.
Figures 8(a) and 8(b) indicate that Model A2 provides good fits
within error bars throughout the whole plotted range. In order to
retrace the effect of the assumptions related to the application of
Model A1 on the fit parameters, we have applied Model A1 in the
range 1/hc , 2:5 μm�1 (as before with the experimental data) to
the curves obtained for Model A2. The results are also included in
Table V. These data are important for the discussion.

The best-fit parameters for Models A1 and A2 listed in
Table V are reasonable in several respects. Indeed, the obtained
values of c are in the range 5–10 reported for the size of the plastic
zone.23 The best-fit values of H0,i are always larger than the H0

values of the respective unirradiated reference samples. Moreover,
the best-fit values of h*i are always smaller than the h* values of the
reference samples. Nevertheless, the comparisons of Models A1
and A2 included in Table V indicate considerable deviations in the
absolute values of the fit parameters. This observation is to be
addressed in the discussion.

Contrary to Model A, a second model (labeled B1) will explic-
itly take into account the damage gradient in the irradiated layer
while keeping Eq. (1) as starting point.25,31,32,39,40 According to
these models, Eq. (4) has to be replaced by a sum (or integral31)
over thin slices numbered using the subscript k. fk is the volume
fraction of the hemispherical plastic zone occupied by slice k,
which means, a thin segment of a hemisphere,

HB ¼
X
k

fkHk with
X
k

fk ¼ 1: (6)

The hardness Hk of slice k is given by Eq. (7),

Hk ¼
(H0,u þ aDp

k)

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ h*k

hc

s
for Dk . 0,

H0,u

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ h*u

hc

s
for Dk ¼ 0,

8>>>>><
>>>>>:

(7)

where Dk is the displacement damage in slice k according to the
SRIM damage profile (Fig. 1); a and p are pre-factor and exponent
assuming the irradiation-induced increase of the hardness to obey a
power-law dependence on displacement damage. To simplify the fit

TABLE IV. Bulk-equivalent hardness (from Table III, original NG) and measured
Vickers hardness along with their neutron-irradiation-induced differences. Errors of
the last digit in parentheses.

Material/sample H0 (GPa) ΔH0 (GPa) HV10 ΔHV10

Fe-9Cr, E2, U 1.38 … 117(2) …
Fe-9Cr, E2, N 1.65 0.27 139(2) 22(3)
Fe-9Cr-NiSiP, M, U 1.41 … 115(2) …
Fe-9Cr-NiSiP, M, N 2.36 0.95 187(3) 72(4)

TABLE III. Values and errors of the bulk-equivalent hardness and the characteristic
lengths h* derived from the original and generalized Nix–Gao (NG) approaches.
Errors of the last digit in parentheses.

Material/sample

Original NG Eq. (1)
Generalized NG

Eq. (2)a

hc,min

(μm)
H0

(GPa) h* (μm)
H0

(GPa)
h*

(μm)

�h
(μm)

Fe-9Cr, E, U 0.42 1.217(3) 0.293(4) 1.158 0.488 0.133
Fe-9Cr, E2, U 0.65 1.379(3) 0.426(6) 1.334 0.655 0.198
Fe-9Cr, E2, N 0.50 1.65(3) 0.52(3) 1.541 0.919 0.170
Fe-9Cr-NiSiP, E, U 0.46 1.323(4) 0.401(6) 1.254 0.638 0.130
Fe-9Cr-NiSiP, M, U 0.41 1.411(4) 0.267(6) 1.363 0.389 0.095
Fe-9Cr-NiSiP, M, N 0.24 2.360(4) 0.083(2) 2.369 0.087 0.032

ahc,min = 0.15 μm.
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procedure and reduce the number of parameters, H0,u and h*u are
taken as fixed from the original NG fits of the unirradiated refer-
ence samples (see Table III). The range of fit was adopted from
case A1. All characteristic lengths h*k of the irradiated layers are
replaced by their effective value h*i obtained before using Model
A1. The remaining three fit parameters are c (involved in the fk
terms), a and p. In contrast to the present approach, Röder31

treated H0,u as a fit parameter. Moreover, these authors did not dis-
tinguish between h*u and h*i and treated h* as one more fit
parameter.

The fit curves derived using Model B1 are included in
Figs. 8(a) and 8(b) for ion-irradiated Fe-9Cr and Fe-9Cr-NiSiP,
respectively. One notes that the B1 fits do not give rise to major
deviations from A1 fits. The benefit is rather the capability to

extract the dependence of hardness on displacement damage in
terms of a best-fit power-law dependence according to Eq. (7). This
is summarized in Fig. 9 and Table VI.

Larger plastic zone size factors c are obtained using Model
B1 as compared to Model A1. Most notably, the power-law expo-
nents according to Model B1 are rather small, which gives rise to
the flat hardness profiles across the irradiated layer in Fig. 9(b).
These flat profiles retrospectively explain why the box-like
approximation of the ion-irradiated layer according to Model A1
works rather well and causes only minor deviations from Model
B1 in Figs. 8(a) and 8(b). At the same time, this observation
underlines the importance of describing the ISE more realistically
through the application of the generalization of the NG model
(Model A2 vs A1).

FIG. 8. Model A1 and A2 fit curves for the measurements on the ion-irradiated samples. (a) “1 dpa” irradiation of Fe-9Cr, (b) “1 dpa” irradiation of Fe-9Cr-NiSiP, (c)
“0.1 dpa” irradiation of Fe-9Cr (procedure E1), (d) “1 dpa” irradiation of Fe-9Cr (procedure E1). Model B1 in (a) and (b) will be introduced below.
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IV. DISCUSSION

A. Effect of Ni, Si, and P

Figure 5(a) indicates that the addition of Ni, Si, and P gives
rise to a slightly higher indentation hardness of unirradiated
Fe-9Cr-NiSiP as compared to Fe-9Cr in the whole covered range of
contact depth. In terms of the bulk-equivalent hardness derived
using Eq. (1), the increase amounts to 8.7%. It is reasonable to
assume that this moderate increase is mainly due to the addition of
Si,69 which is known as a solid solution hardener in steel making.
Interestingly, the higher bulk-equivalent hardness does not mani-
fest itself in proportional increases of the measured Vickers hard-
ness and yield stress, see Table II. In any case, both unirradiated
materials are mechanically similar.

In contrast, the irradiation-induced increase of hardness
observed for Fe-9Cr-NiSiP is much larger than for Fe-9Cr.

Neutron irradiation up to 0.11 dpa gives rise to a 20% increase of
the bulk hardness of Fe-9Cr derived using Eq. (1) as compared to
67% for Fe-9Cr-NiSiP. These increases are correlated with the mea-
sured increase of Vickers hardness as will be discussed later. The
higher irradiation-induced hardening observed for the Ni–Si–
P-enriched alloy is the result of reported irradiation-induced micro-
structural changes.54,55 Indeed, the identification of
irradiation-induced Ni–Si–P-rich clusters70 motivated the fabrica-
tion and irradiation of a broader set of alloys that include those of
the present study. The dominant microstructural features in
neutron-irradiated Fe-9Cr-NiSiP54 are solute clusters of the mean
diameter 2 nm and the number density 7 × 1023 m−3. In Fe-9Cr,
Ni–Si–P-rich clusters cannot form because of the scarcity of the
constituent elements (cf. Table I). Nanovoids with mean diameter
1.8 nm and number density 4 × 1023 m−3 were reported instead.54

Dislocation loops55 and α0-phase particles70 also contribute to the
irradiation hardening of both neutron-irradiated alloys. Each of
these types of nanofeatures operates as an obstacle for dislocation
motion. In essence, the reported microstructures can qualitatively
explain the observed differences in neutron-irradiation-induced
hardening of Fe-9Cr and Fe-9Cr-NiSiP.

The hardening induced by ion irradiation unfolds a similar
picture with some specifics worth mentioning. The microstructure

TABLE V. Best-fit values of the plastic zone size factor c, the bulk-equivalent hard-
ness, and the characteristic length of the irradiated layer calculated using Model A1
(or Model A2 as specified). Fixed values of H0,u, h�u (and �h for Model A2) from
Table III.

Material/sample c H0,i (GPa) h*i (μm)

Fe-9Cr, E, I (“1 dpa”) 5.6 1.68 0.138
Model A2 on same exp. data 9.0 1.97 0.073
Model A1 on curve from A2 4.5 1.55 0.205

Fe-9Cr-NiSiP, E, I (“1 dpa”) 5.3 2.25 0.144
Model A2 on same exp. data 8.8 2.82 0.064
Model A1 on curve from A2 6.0 2.35 0.120

Fe-9Cr, E1, I (“0.1 dpa”)a 5.6 1.60 0.232
Fe-9Cr, E1, I (“1 dpa”)a 5.6 1.96 0.082

aH0,u = 1.37 GPa, h*u¼0:273 μm. Fixed value of c adopted from Fe-9Cr, E, I
(“1 dpa”).

FIG. 9. Best-fit results derived for Model B1 for ion-irradiated Fe-9Cr and Fe-9Cr-NiSiP. (a) Bulk-equivalent hardness as a function of displacement damage; (b) displace-
ment damage (left vertical axis) and bulk-equivalent hardness (right vertical axis) in the ion-irradiated layer as functions of the distance from the irradiated surface.

TABLE VI. Fixed and best-fit parameters for Model B1.

Material
(samples E, I)

Fixed parameters Best-fit parameters

H0,u

(GPa)
h*u

(μm)
h*i

(μm)
c
(−)

a
(GPa)

p
(−)

Fe-9Cr 1.22 0.293 0.138 6.4 0.462 0.10
Fe-9Cr-NiSiP 1.32 0.401 0.144 6.2 0.926 0.04
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of the ion-irradiated samples differs from the case of neutron irra-
diation for two major reasons, namely, the steep damage gradients
and the implanted ions. Ni–Si–P-rich clusters were reported to
form under ion irradiation as well.57 However, the formation of
α0-phase particles is largely suppressed due to the injected self-
interstitial atoms,4 which also affect the formation of vacancy clus-
ters and loops. A depth-resolved study of the irradiation-induced
microstructure in Fe-9Cr (the same material and same ion-
irradiation condition as in the present study) identified the domi-
nant type of nanofeatures as dislocation loops.56 Three distinct
regions of depth were identified. The region closest to the irradiated
surface (reaching up to 0.8 μm depth), where the concentration of
implanted ions can be neglected, exhibited a microstructure resem-
bling the case of neutron irradiation, namely, loops decorating pre-
existing line dislocations. In contrast, the microstructure differed
from the case of neutron irradiation in the deeper ranges (0.8–
1.5 μm depth) affected by the stopped ions. The knowledge of the
depth-dependent microstructure allowed a microstructure-informed
hardening model to be applied.61 The predicted hardening was
reported to reasonably agree with the measured indentation hard-
ness as a function of contact depth. Unfortunately, the depth-
dependent microstructure for ion-irradiated Fe-9Cr-NiSiP alloy is
not available. However, the additional formation of Ni–Si–
P-enriched clusters under ion irradiation may qualitatively explain
the respective observations of the present study, see Fig. 5 and
Table V. According to Tables III and V, bulk-equivalent hardness
values increase from 1.22 to 1.68 GPa (Model A1, original NG) due
to the “1 dpa” ion irradiation of Fe-9Cr, while they increase from
1.32 to 2.25 GPa for Fe-9Cr-NiSiP, meaning by 38% and 70%,
respectively.

The characteristic lengths h* for unirradiated Fe-9Cr and
Fe-9Cr-NiSiP are comparable in magnitude and generally decrease
as a result of irradiation, with the exception of neutron-irradiated
Fe-9Cr, for which h* was observed to be higher than for the
respective unirradiated reference. This is tentatively considered an
experimental artifact and requires further attention. The
irradiation-induced decrease of h* tends to be more pronounced
for Fe-9Cr-NiSiP. This is understandable on the basis of the higher
number density of irradiation-induced nanofeatures, which entails
a smaller mean spacing of obstacles for dislocations, hence a
smaller characteristic length. The cut-off depth approximately
agrees for unirradiated Fe-9Cr and Fe-9Cr-NiSiP. It also exhibits a
tendency to decrease as a result of irradiation.

B. Bulk-equivalent hardness and Vickers hardness

Application of the original NG approach based on Eq. (1)
allows two parameters, namely, the bulk-equivalent hardness and a
characteristic length parameter, to be specified by fitting straight
lines to a limited range of data. The linear range in terms of H2

IT vs
1/hc was found to typically correspond to hc > 0.4 μm. Zhu36

reported a broader range of linearity corresponding to hc > 0.15 μm.
However, reinspection of those authors’ plots indicates some curva-
ture even for hc > 0.15 μm, so the deviation from the present study
is not dramatic.

Application of the generalized NG approach based on Eq. (2)
allows derivation of an additional parameter, which is related to

the maximum allowable density of GNDs. The generalized NG
relation accounts for curvature, it provides good fits (within experi-
mental errors) for wider ranges of contact depth, at least
hc > 0.15 μm in the present study. This is a strong argument in
favor of a maximum allowable GND density. However, we cannot
claim that the curvature would be exclusively due to this effect. A
critical analysis of potential sources of curvature related to the test
procedure including surface preparation and pileup correction (see
below) demonstrated that proper consideration of these factors did
not eliminate the curvature.36 Zero-point determination has been
identified recently64 to be also critical for curvature, but the good
fits obtained here without applying the suggested method of zero-
point correction do not allow us to be more specific. It is also
important to note that other analytic expressions aimed to over-
come the limitations of the original NG approach were
suggested.41–44,68 The reported expressions typically allow the
observed curvature to be reproduced over extended ranges of
contact depth.44 A critical discussion of different expressions is,
however, beyond the scope of the present study. The benefit of
Eq. (2) in the present context is rather the extension of the usable
range of contact depth as compared to Eq. (1) in combination with
its simplicity and physical plausibility. The extension of the usable
range toward smaller contact depths is particularly important in
the case of ion-irradiated samples (see below). It allows improving
the database used for separating the influence of ISE from spatially
limited and strongly graded ion-irradiation-induced hardness
increments.

Coming back to the bulk-equivalent hardness, Table III indi-
cates the robustness of the physically weaker original NG approach
comparable with the generalized NG approach for homogeneous
materials. This is due to the fact that H0 derives from the extrapola-
tion to large depths hc, for which the generalization does not
matter. For the unirradiated and neutron-irradiated samples, the
estimated bulk-equivalent hardness and the measured Vickers
hardness are compared in Fig. 10. We have used the same format
as Zhu36 for the sake of better comparability. Moreover, we have
added data points from our previous work24,40 obtained using the
same procedures of data analysis (no pileup correction).

Figure 10 demonstrates a strong correlation between
bulk-equivalent hardness and Vickers hardness for the alloys of the
present study. This finding is consistent with the broader set of
alloys covering a wider range of hardness. The regression line indi-
cates a 10% smaller slope as compared to the ideal correlation, the
factor of proportionality arising from the use of both the actual
(instead of projected) area and the units of kgf/mm2 (instead of
MPa) in the definition of Vickers hardness. The smaller slope is
equivalent to a 10% overestimation of the bulk-equivalent hardness.
At this point it is interesting to note that a larger overestimation of
up to 30% was reported36 for several Fe–Cr-based data sets includ-
ing published works71–73 and own36 uncorrected data. This overes-
timation was demonstrated to be mainly due to pileup effects,
which means, an upward flow of material at the periphery of the
indentations resulting in an increase of the projected contact area.
Indeed, pileup corrections made the data points approaching the
ideal correlation.36 As a secondary factor possibly accounting for
deviations from the ideal behavior, these authors also brought
forward the unbounded density of GNDs in the original NG
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model. Application of the generalized NG model, assuming a
maximum allowed density of GNDs, tends to produce smaller
values of the bulk-equivalent hardness according to Table III with
the average reduction amounting to 4%. The remaining 6% of over-
estimation is then concluded to be due to pileup effects, which is
consistent with the reported range 5%–14%.36

We conclude that it is justified to neglect AFM-based pileup
corrections for the purpose of the present study focused on other
aspects, while we acknowledge that pileup corrections can further
improve the prediction of the bulk-equivalent hardness.

C. Critical discussion of models for ion irradiation

According to Model A,18,38 the ion-irradiated layer is approxi-
mated by a homogeneous layer of uniform thickness on a homoge-
neous substrate. The hardness-related properties of the system are
represented by step-like functions of depth arising from the
approximate box-like damage profile, while the elastic properties of
layer and substrate agree. Further key assumptions are a hemispher-
ical plastic zone and a composite hardness being the volume-
weighted average of the hardness of layer and substrate.
“Volume-weighted” refers to the volume fractions of the plastic
zone occupied by the layer and the substrate. The layer hardness as
well as the substrate hardness can be expressed according to either
Eq. (1) (Model A1) or Eq. (2) (Model A2). Knowing the measured
hardness of the layer-substrate system and the hardness of the unir-
radiated reference measured beforehand, the hardness of the layer
can be recovered in terms of the parameters of the underlying
equation by fitting the model to the experiment. The best-fit values
of the plastic zone size factor, the bulk-equivalent hardness of the

layer, and the characteristic length of the layer obtained for Model
A1 (Fig. 11) indicate that

• The best-fit radius of the plastic zone is five to six times the
contact depth, which is included in the reasonable range.23 Higher
hardening (Fe-9Cr-NiSiP) gives rise to a smaller plastic zone than
lower hardening (Fe-9Cr). This is consistent with the prediction
from the expanding cavity model.74

• The best-fit bulk-equivalent hardness of the ion-irradiated
layer is always larger than the bulk-equivalent hardness of the unir-
radiated reference (Fig. 11, blue bars). The corresponding increase
is larger for Fe-9Cr-NiSiP as compared to Fe-9Cr. It is also larger
for the “1 dpa” irradiation of Fe-9Cr (I2 in Fig. 11) as compared to
the “0.1 dpa” irradiation (I1).

• The best-fit value of the characteristic length of the ion-
irradiated layer is always smaller than the characteristic length of
the unirradiated reference (Fig. 11). This reduction is larger for
Fe-9Cr-NiSiP as compared to Fe-9Cr (“1 dpa” irradiations). It is
also larger for the “1 dpa” irradiation of Fe-9Cr as compared to the
“0.1 dpa” irradiation.

The listed findings are all reasonable with a view to the avail-
able microstructural and metallurgical information. However, we

FIG. 10. Comparison of measured Vickers hardness and bulk-equivalent hard-
ness (original NG relation) for the unirradiated (empty symbols) and
neutron-irradiated (full symbols) samples of the present study including data
reported for the F/M steel T9124 and for martensitic Fe-9Cr and Eurofer97.40

The observed empirical correlation and the ideal correlation36 are indicated.

FIG. 11. Comparisons of the characteristic length and the bulk-equivalent hard-
ness of the ion-irradiated layers (I) obtained using Models A1 and A2. The unir-
radiated references (U) (i.e., the substrate properties) and the irradiation-induced
differences (I-U, hatched bars) are also plotted. I1 and I2 refer to the “0.1 dpa”
and “1 dpa” irradiations, respectively.
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do not possess a criterion capable of validating the model in quan-
titative terms.

Corresponding results obtained using Model A2 are also
included in Fig. 11 (orange bars). These results can be summarized
as follows:

• The best-fit radius of the plastic zone is eight to nine times the
contact depth. This is significantly larger than for Model A1 but
still in the reasonable range.

• As before, the best-fit bulk-equivalent hardness of the ion-
irradiated layer is always larger than the bulk hardness of the
unirradiated reference (Fig. 11, orange bars). The corresponding
increase is larger for Fe-9Cr-NiSiP than for Fe-9Cr (“1 dpa” irra-
diations). In both cases, the bulk-equivalent hardness of the irra-
diated layer and its increase are larger than for Model A1.

• While the characteristic length of the substrate is larger than for
Model A1, the characteristic length of the irradiated layer is
smaller indicating a more pronounced irradiation-induced reduc-
tion of h*.

The set of results obtained using Model A2 is essentially con-
sistent. There are significant differences between the “predictions”
of Models A1 and A2. Of course, the wider range of contact depth
showing a good fit with the experimental data and the more realis-
tic asymptotic behavior of the density of GNDs are arguments in
favor of Model A2. Moreover, the application of Model A1 (range
1/hc , 2:5 μm�1) to the fit curves derived from Model A2 roughly
reproduces the deviations between the results obtained by direct
application of A1 and A2 to the experimental data (Table V). This
suggests that the deviations are artifacts caused by the physical lim-
itations of Model A1. Tentatively, we should perceive Model A2 as
a reference and Model A1 as inferior due to physical limitations. In
any case, a comparison with the results obtained for
neutron-irradiated materials will be useful.

As already demonstrated in the results section, Model B1, by
explicitly taking into account the damage profile,31 basically allows the
bulk-equivalent hardness to be recovered as a function of displacement
damage (Fig. 9). However, the range of contact depth for which a
good fit is observed is not much wider than for Model A1. A possible
combination of Model B with Eq. (2) and its numerical implementa-
tion, on the other hand, requires future attention.

D. Ion irradiation vs neutron irradiation

For reference, the results obtained for the available
neutron-irradiated samples of Fe-9Cr and Fe-9Cr-NiSiP are plotted
in Fig. 12 (full symbols) in terms of the increase of bulk hardness
vs displacement damage. The upper one of each pair of data points
is related to the application of the original NG relation, Eq. (1),
while the lower one refers to the generalized NG relation, Eq. (2).
The correlation with Vickers hardness was already considered in
Sec. IV B. As mentioned before, the generalized NG relation yields
results closer to the ideal correlation between bulk and Vickers
hardness. The results obtained for ion-irradiated samples are
plotted as open symbols (Models A1 and A2) and dashed lines
(Model B1). In order to evaluate differences between materials,
models, and irradiations, we should not just take the statistical
errors as a basis (see Figs. 3–8 and Table III) but also account for

typical scatter between different laboratories and different surface
preparation procedures [see, for example, Figs. 3(b) and 10].

Application of Models A1 and B1 to ion-irradiated
Fe-9Cr-NiSiP indicates a smaller irradiation-induced increase in
the bulk-equivalent hardness in the range from 1 to 2 dpa as com-
pared to the increase of the bulk hardness for the neutron irradia-
tion up to 0.11 dpa. This is not reasonable and provides one more
argument in favor of Model A2. Empirical power-law functions
representing the data for neutron-irradiated and ion-irradiated
samples using Eq. (2) and Model A2, respectively, have, therefore,
been added to the plot (dotted lines). The empirical exponents are
0.5 for Fe-9Cr and 0.2 for Fe-9Cr-NiSiP. Both are in the range of
reported exponents.75 Instead, the power-law exponents obtained
directly by applying Model B1 (see Table VI) appear to be unrea-
sonably small.

None of the models applied to ion-irradiated samples takes
into account the effect of the implanted ions. Little attention has
been paid to this issue in the reported nanoindentation studies. It
was demonstrated40 that the effect of implanted ions is a secondary
factor as compared to the effect of displacement damage in the
considered cases. This does not mean that the effect of implanted
ions would be generally negligible. Irradiations with self-ions of
sufficiently high energy, 5 MeV being a minimum for Fe-based
alloys,3,36 extend the region of vanishing concentration of
implanted ions (safe zone) toward larger depths. Indeed, the irradi-
ated microstructure in the safe zone of Fe-9Cr irradiated with
5MeV iron ions was found to resemble the microstructure of
the neutron-irradiated counterpart, while this is not the case in the
stopping range of ions.56 It would therefore be useful to raise the
ion energy and simultaneously reduce the maximum contact depth
for analysis. For the latter, the application of Eq. (2) instead of
Eq. (1) is essential as demonstrated above. However, a systematic
study on how much the upper bound of the range of contact depth

FIG. 12. Summary of results on the irradiation-induced increase of the
bulk-equivalent hardness obtained using Eqs. (1) and (2) for neutrons and
Models A1, A2, and B1 for ions.
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used for fitting Model A2 to the experimental data can be reduced
remains to be done.

V. CONCLUSIONS

The irradiation-induced hardening observed for Fe-9Cr and
Fe-9Cr-NiSiP as characterized by nanoindentation is qualitatively
well understood in terms of the reported irradiated microstructures.
While the unirradiated hardness is comparable for both materials,
the addition of Ni, Si, and P gives rise to an increase in the amount
of irradiation hardening for both neutrons and ions. Quantitative
microstructure-informed prediction of hardening is beyond the
scope of the present study.

The graded damage structure and localized hardening due to
ion irradiation strongly interfere with the indentation size effect
(ISE), which can be attributed to the additional forest hardening by
geometrically necessary dislocations. Application of the original
Nix–Gao approach to the homogeneous cases (i.e., unirradiated
and neutron-irradiated samples) gives rise to an overestimation of
the bulk-equivalent hardness as compared to the ideal correlation
between bulk-equivalent hardness and Vickers hardness. This over-
estimation splits into parts arising from pileup effects and the
unbounded GND density. Application of the generalized Nix–Gao
approach, which takes into account a maximum allowable GND
density, reduces the overestimation from 10% to 6% in the present
case. Moreover, the generalized Nix–Gao approach allows the
experimental data to be fit in much wider ranges of contact depth.

For the ion-irradiated samples, a first model approximates the
irradiated region as a homogeneous layer on the unirradiated sub-
strate. A composite hardness is calculated as the weighted average
of layer and substrate hardness taking the volume fractions of the
hemispherical plastic zone occupied by layer and substrate as
weights. The combination of this model with the original Nix–Gao
approach provides fits of the experimental data in limited ranges of
contact depth. The resulting estimates of the plastic zone size,
bulk-equivalent hardness, and characteristic length of the irradiated
layers are reasonable.

The combination of the same model with the generalized
Nix–Gao approach is superior in a number of respects including
fits of the experimental data in wider ranges of contact depth and
better consistency of the bulk-equivalent hardness with the results
derived for neutron-irradiated samples.

A second model approximating hardening as a power-law
function of displacement damage allows, in principle, best-fit
values of the pre-factor and exponent to be derived. This was tenta-
tively demonstrated in combination with the original Nix–Gao
approach. However, the second model was not found to outper-
form the first model with respect to the quality/range of fitting.

In essence, the combination of a homogeneous irradiated layer
with the generalized Nix−Gao model (i.e., Model A2) is tentatively
considered the first choice. The superiority of Model A2 resides in
its more realistic capturing of hardness and irradiation-induced
hardness changes at small indentation depths, which are relevant
for ion-irradiated materials. In doing so, Model A2 is more sensi-
tive in accounting for the ISE and its interference with the graded
ion-irradiation hardening. Future work will have to address the
question of whether or not the upper bound of the fit range in

terms of contact depth can be sufficiently reduced in order to
prevent the plastic zone from reaching into the influence zone of
the implanted ions.
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